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Throughout its 31 years of existence supporting open science research, high performance 

computing, and data analysis resources, the National Center for Supercomputing 

Applications (NCSA) has had a very active and successful program to engage with for-profit 

industrial partners to help them solve problems and increase competitiveness through the 

use of HPC. 

Hence, it was natural for NCSA to propose a study to develop a list of best practices for HPC 

centers at academic and public research institutions that are engaging with industry 

partners to apply HPC technologies and expertise to industrial challenges and problems in 

a manner that improves the economic competitiveness of companies and communities. In 

2015, NCSA proposed such a study to the National Science Foundation’s Advanced 

Cyberinfrastructure Division in an effort to support the 2015 Presidential National 

Strategic Computing Initiative (NSCI) and other programs. For the study, NCSA partnered 

with Hyperion Research (then known as IDC-HPC). NSF provided funding later in 2015, and 

the study was conducted over the course of approximately 12 months, followed by six 

months of analysis and writing the report. 

The study consisted of in-depth surveys and interviews of 35 leading publically-funded 

HPC centers at universities and National Research Centers and Laboratories around the 

world that have programs for industrial work and 31 major industrial organizations 

working with one or more of the centers. The final report of this study, enclosed in the 

following pages of this document, reinforces many of the best practices currently being 

used and also indicates desired practices for the future.   

Of the HPC centers and industrial programs surveyed, there is consistent recognition of the 

importance and benefits of collaborative work, as well as recognition of the important 

aspects that make these joint efforts effective and challenges that possibly need to be 

overcome. Interestingly, many of the industry partners value the expertise of the HPC 

centers as much as the resources, and almost all of the HPC centers provide both general 

technical support as well as domain specific support.  

Bi-lateral, timely, and consistent communication is the other main theme around which 

many of the best practices focus. This is encapsulated in such practices as having 

experienced people at the centers who understand the processes and the pressures 

industrial partners have, as well as people on the industrial partner side who appreciate 

and can adjust to open research processes.   

This material is supported by the National Science Foundation by Award #1560770 

“EAGER: Supporting the NSCI Effort by Evaluating and Disseminating Effective Practices in 

http://www.ncsa.illinois.edu/
http://www.ncsa.illinois.edu/
https://obamawhitehouse.archives.gov/the-press-office/2015/07/29/executive-order-creating-national-strategic-computing-initiative
https://obamawhitehouse.archives.gov/the-press-office/2015/07/29/executive-order-creating-national-strategic-computing-initiative
http://hpcathyperion.com/
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EXECUTIVE SUMMARY 

Best Practices in the Partnerships 

This study, conducted for the National Center for Supercomputing Applications (NCSA) at the 

University of Illinois at Urbana-Champaign, attempts to distill best practices from interviews with HPC 

centers and industrial users of the centers around the world, in the hope that this information will be 

useful to all parties involved today in partnerships like these, or considering such involvement. None of 

the partnerships evaluated for this study employs every one of the best practices discussed below, nor 

should they. The circumstances of each relationship differ, and a practice that works well in one 

relationship may be ineffective in another. But because each of the practices discussed here was 

named by multiple survey respondents as a best practice, Hyperion Research believes that this set of 

practices together can serve as an ideal case for HPC centers of various sizes and industrial users to 

consider. 

The best practices are summarized in this section, with pointers to more extensive discussions later in 

this report, including representative quotes from the centers and industrial users to shed added light on 

the practices. Because it's not always easy to draw sharp lines between the practices, Hyperion 

Research recommends that the set of practices be considered as a whole. 

Reported Benefits of the Partnerships  

The impetus for this study is a trend Hyperion Research observed in our other recent HPC studies of 

the U.S. and worldwide high performance computing (HPC) markets: a growing tendency for industrial 

firms to seek access to the resources of HPC centers, and for HPC centers to grant access to these 

resources. A finding of the present study Hyperion Research considers especially important for 

sustaining this trend is that where collaborations exist, both the HPC centers and industrial partners 

typically said that they benefit from the relationships: 

▪ The industrial partners reported benefits including increased competitiveness, new discoveries 

and insights, and faster development of products and services, among other advantages. 

▪ The surveyed HPC centers reported benefits including unexpected new pathways for science, 

increased motivation and retention of their scientific and computational personnel, and 

additional revenue for reinvestment in the centers.  
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A Key Requirement for HPC Centers Is to Take Their Industry Focus Seriously 

Some of the surveyed industrial partners indicated that the HPC centers they were working with failed 

to take them and the problems they were trying to solve seriously enough and would rather see 

industrial partnerships integrated into the centers' missions. But even in cases where HPC centers 

respectfully sought out industrial partners and their problems, the industrial partners reported that 

some centers were unprepared for serious collaboration in other ways. Based on the survey 

interviews, here is an ideal list of practices for HPC centers wanting to work seriously with industrial 

users. The ideal list constitutes the highest possible standard; industrial partnerships can and do 

succeed nicely without following every one of these practices. (Further discussion, pp. 8-11) 

▪ Centers serious about supporting industrial partnerships should adjust their mission 

statements to add the focus on industry engagement. HPC centers that are serious about 

serving industrial users as well as scientific users should embed this focus into their missions, 

with appropriate mission-related justification for supporting both sets of users. Doing this 

sends a strong signal to the center's staff and to industrial users that industry partnerships are 

not just a casual or temporary activity. Government agencies that contribute funding for HPC 

centers' industrial partnership programs should actively encourage this expanded articulation 

of the centers' missions. (Further discussion on page 8.) 

▪ Choose HPC systems with industry as well as science in mind. Many academic and other 

HPC centers have no choice but to provide services to their industrial partners on HPC 

systems that were specified with only scientific users and their workloads in mind. Given the 

choice, however, centers where industrial partners are an emphasis should procure systems 

designed to perform well on the full spectrum of the center's potential scientific and industrial 

workloads.  These centers should and, sometimes do, involve industry in the process of 

specifying the systems. 

The same practice applies to software development.  

▪ Focus on domains the HPC center knows well. It may be tempting, especially at the start of an 

industry partnership program, to welcome industrial partners from all domains, to show 

progress. But this study indicates that the odds for success greatly increase when an HPC 

center limits its industrial partnership program to domains in which the center has strong 

existing competence.  

▪ Hire a person with business experience to lead the industrial partnership program. A difficult 

lesson often learned by centers en route to partnering successfully with industrial users is that 

placing an experienced, business-oriented person in charge of the program (e.g., a person 

with industrial consulting experience) can greatly increase the odds of success and decrease 

the time needed to achieve success. Government and university program managers typically 

have a much harder time bridging the gap between their worlds and the business world. It also 

helps to have other staff with industry experience for consulting and support of the industrial 

projects. 

▪ Assign experienced people to work with industrial users. Industrial projects typically are 

mission-critical for the partners and are staffed with some of the companies' best people. HPC 

centers should assign some of their own best people to these important projects. The rewards 

of this peer-to-peer project staffing can be substantial for all parties. It is also important, where 

possible, to keep the same center staff assigned to the industrial project from start to finish, 

rather than replacing them in the middle of projects. 
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▪ Involve industrial users in the peer review process. Peer review of industrial applicants for 

HPC center access should include one or more true peers, i.e., industry representatives who 

understand the problem in question. 

Provide Opportunities for Both Open and Proprietary Research If Possible 

In most areas of the world, the governance frameworks under which academic and other HPC centers 

operate are heavily aimed at preventing public funding from being used to allow companies to gain a 

competitive advantage in the market place. Rules against enabling unfair competition in this manner 

can be especially intricate in the European Union where the trading interests of 28 large and smaller 

member states must be protected. As a result, most industrial projects carried out at publicly supported 

HPC centers around the world are restricted to open, pre-competitive, peer-reviewed research whose 

results must be published in some form (at least in large part).  

But many HPC centers also allow industrial users to perform proprietary work, possibly under the 

center's controlled (e.g. discretionary) allocations or some other type of allocation for proprietary work. 

Proprietary work typically, though not always, occurs in return for payment.  

Some HPC centers offer a third, middle ground, category for collaboration, where contracts specify 

that some results of a project may be kept proprietary while others must be published.  

Each type of industrial research—open and proprietary—can produce benefits for an HPC center. 

(Further discussion, page 11)  

Expect Some Industrial Partners to Be First-Time Users of HPC 

Tellingly, nearly half (45.2%) of the industrial partners interviewed for the present study said that their 

collaboration with an HPC center was their first experience using HPC (Table 52). This confirms that 

academic and other HPC centers are already playing an important role in extending the proven 

benefits of HPC to industry. (Further discussion, page 54) 

Prepare for and Address Cultural Gaps in a Timely Manner 

Business projects typically operate with shorter timeframes and harder deadlines than their scientific 

counterparts. Missing a business project deadline by as little as a week or two can sometimes consign 

the project to failure. HPC centers and industrial partners may also have requirements for data security 

and the availability of team members. An example is some business partners have been surprised to 

find the HPC center they depend on closed or in minimal service mode for more than week during a 

holiday season. One way of bridging this cultural gap, of course, is for the center to hire someone with 

business experience to lead the industry partnership program, as suggested above. Another way is to 

set clear expectations at the start of the relationship and maintain frequent communication during the 

project. (Further discussion, page 12) 

Engage Marketing/PR Professionals to Help Recruit Industrial Partners  

Although a few HPC centers said that their reputations were enough to attract industrial partners, most 

of the centers insisted that active marketing and public relations/public affairs are needed. Marketing 

activities can take many forms, from attending industry meetings and conferences to disseminating 

success stories.  

Focusing on a small number of domains helps to limit the number of industry meetings and trade 

publications a center needs to participate in. For many centers, the choice of domains follows naturally 

from the areas of expertise of the HPC center staff members and their geographical locations.  For 

example, it may be hard for a U.S. center to specialize in automotive research if the center is nowhere 

near Detroit. (Further discussion, page 13) 
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Set Expectations Clearly at the Start 

The desire of industrial partners for clear expectations to be set before a project begins may seem self-

evident, but many of the surveyed industrial partners indicate that it does not often happen in a 

sufficient manner. Either party, the center or the industrial user, might begin a project without having 

clearly thought about or expressed how it should be carried out and what will constitute success. At a 

minimum, the study findings indicate that centers and industrial partners should agree on what to 

expect in the following areas: (Further discussion, page 14) 

▪ The time needed for the contract to be completed—including legal and IP considerations—so 

the project can begin; 

▪ The composition of the project team (from the center and the industrial partner) and how much 

time the members will devote to the project; 

▪ Methodologies to be used; 

▪ What the industrial partner will contribute, including payment terms if applicable;  

▪ The nature and extent of the HPC resources and support the center will provide; 

▪ What will constitute success for both parties; 

▪ How the success will be publicized and/or shared with stakeholders; 

▪ Project milestones and associated deadlines; 

▪ Any provision or option for follow-on collaboration. 

Streamline the Process for Intellectual Property and Contract Agreements 

Many of the industrial partners reported frustration with how long it took to complete contractual 

agreements with the HPC centers or their home institutions. Sometimes, users said, the contracting 

process took longer than the project itself. In some cases, there was frustration on the part of both 

parties at the lack of umbrella agreements to allow new projects with the same partner to begin without 

having to repeat the whole contract process from scratch. Reaching agreement on IP rights can be 

especially difficult and time-consuming. (Further discussion, page 15) 

Additional Steps  

The survey respondents also recommended that HPC centers wanting to collaborate with industry take 

some or all of these steps: 

▪ Reinforce that the center’s (or agency's) mission supports both scientific and industrial 

research—and that these activities can be equally worthy and mutually beneficial.  

▪ Make it clear that collaborating with industry means working with industrial HPC users, not just 

HPC or other technology vendors.  

▪ Periodically review and communicate the stance on providing HPC access for industrial 

partners, along with the attendant rationale. Not everyone in your community may consider 

industrial R&D to be as worthwhile as scientific research or realize that partnerships with 

industrial partners can help to advance science. 

▪ Because the agency/center will be hard pressed to expand its support for industrial partners 

without additional funding to make this happen, create a written plan with an appropriate 

budget for discussion with funders as well as perspective industry partners. 
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Key Trends and Conclusions 

The key trends uncovered in this study point to a future with the following traits: 

▪ The continued primacy of scientific research at most academic and other HPC centers, with a 

majority of centers also supporting industrial R&D. A minority of centers will continue to focus 

entirely on science and not provide access to industrial users, in many cases because the 

centers’ HPC resources are fully subscribed or over-subscribed with scientific research work 

▪ Increasing recognition by national/regional political leaders of HPC's ability to accelerate 

industrial and economic competitiveness as well as scientific progress. Consequent mounting 

pressure on many publicly supported HPC centers and laboratories to provide HPC access for 

industrial R&D as well as scientific research, and to include options for both open and 

proprietary industrial work 

▪ Increasing competition among nations and global regions, based on the industrial domain 

expertise of their HPC centers.   

▪ Greater outreach by public funding organizations and HPC centers to industry of all scales that 

could benefit from HPC. 

▪ A substantial number of industrial users relying on HPC centers for the companies' first 

introduction of HPC. (In the present study, nearly half [45.2%] of the industrial partners said 

that their collaboration with an HPC center was their first experience using HPC (Table 52).  

▪ More national and regional HPC strategies that include access to HPC centers for indigenous 

industries with high potential for economic impact. 

▪ A growing need to present government funding bodies with rationales that include benefits for 

industry and national economies as well as for science and national security. 

▪ Where multiple national and regional HPC centers exist in a country, more efficient division of 

labor based on their respective expertise in specific industrial domains (cf., recent 

collaboration among Germany's three national HPC centers operating as the Gauss Centre for 

Supercomputing).  

▪ A growing need to document the outcomes of industrial HPC usage, especially by 

disseminating success stories and quantifying financial returns on investments (ROI) and 

returns on research (ROR) associated with HPC1  will be important to help justify HPC 

investments to stakeholders and expand the offering of HPC resources to industry.  

▪ The desire for streamlined contractual processes for partnerships between HPC centers and 

industry, especially via standard contract language that alleviates IP challenges and the use of 

umbrella agreements that allow HPC centers to engage existing partners in new projects 

without repeating the whole contract process.  

▪ Stepped-up marketing and public relations/public affairs capabilities by HPC centers, as 

needed. 

                                                           
1 Hyperion Research has already conducted ROI/ROR studies for the U.S. Department of Energy and for 
governments in Europe and Asia.  See www.hpcuserforum.com/ROI. 

http://www.gauss-centre.eu/gauss-centre/EN/Home/home_node.html
http://www.gauss-centre.eu/gauss-centre/EN/Home/home_node.html
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Opportunities and Challenges 

This section of the report describes opportunities and challenges associated with partnerships 

between HPC centers and industrial partners, as indicated by the study findings. 

Opportunities 

▪ First and foremost, best practices identified in the study can help promote the vital transfer of 

scientific knowledge to industry and the important transfer of industrial experience to the 

scientific community.  

▪ For publicly supported HPC centers that provide access to industrial partners, the 

relationships have the potential to open new pathways for the centers’ scientific research and 

further motivate scientific researchers by allowing them to work on industrial problems.  

▪ For industrial partners that access publicly supported HPC centers, key benefits are 

accelerating the development of competitive products and solutions, trying out new methods 

without having to change their own production processes, as well as learning how to use HPC 

systems. 

▪ For public funders (e.g., federal, regional, state and local governments, as well as public and 

private non-profit institutions such as universities), advanced computational scientific research 

and advanced industrial R&D in the manufacturing sector often rely on the same foundational 

science and methodologies (e.g., computational fluid dynamics, finite element modeling, 

molecular dynamics). Hence, investments in advancing the theoretical or applied science can 

often be leveraged across computational researchers in both science and industry. 

▪ For government funders, providing private-sector businesses with access to HPC systems and 

human expertise can help to justify the funding needed to purchase and operate the systems 

at publicly supported facilities. 

Challenges 

▪ The largest challenge associated with the partnerships is bridging the cultural gap that 

separates the worlds of science and industry, from missions to deadlines and attitudes. This 

gap can make it more difficult for industry partners to communicate their needs and for centers 

to understand industrial partners' needs and match those needs with HPC solutions.  

▪ For centers that provide access to industrial partners, another key challenge is treating 

industrial research problems as seriously as scientific research problems, as noted above.  

▪ For industrial partners that access publicly supported HPC centers, an important challenge is 

to accept the constraints under which a center may operate, such as not accommodating on-

demand requests for expanded access to HPC resources, not always being able to work at the 

pace desired by each industrial partner, not allowing foreign students to participate in projects 

in some cases, and not using public monies to give a company a competitive advantage. Many 

challenges can be addressed in the terms of contracts with HPC centers. 

▪ For government and public funders, challenges may include missions and governance 

frameworks that limit collaborations with industrial partners, over-subscribed HPC resources, 

budgets that are inadequate for expanding resources to accommodate industrial users, and 

not fully appreciating the potential benefits of collaborating with industry.  The other challenge 

is for the HPC center to work, or at least understand, at the pace of each industrial partner 

needs to complete their projects. 
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Observations 

The impetus for this study is a trend Hyperion Research informally observed in recent years in the U.S. 

and worldwide high performance computing (HPC) markets: a growing tendency for academic and 

other HPC centers to form or expand partnerships that enable private sector firms to benefit from the 

centers' HPC resources. For the present study carried out with funding support from the National 

Science Foundation, NCSA served as principal investigator and Hyperion Research served as NCSA's 

research sub-awardee. 

▪ The study findings imply that there is a growing trend for academic and other HPC centers to 

form or expand partnerships with private sector firms. NCSA selected 40 academic and other 

HPC centers for Hyperion Research to interview, without knowing in every case whether the 

centers were collaborating with industrial users and without knowing in most cases the extent 

of industrial collaborations. The in-depth interviews, in person or by phone, revealed that 35 of 

the 40 centers (87.5%) provide industrial users with HPC resources to a greater or lesser 

extent.  

▪ As noted above, all 35 industry-supporting HPC centers continue to devote a substantial 

majority of their HPC resources to their scientific and other mission-oriented users; and the 

five centers that do not collaborate today with industrial users (and therefore did not complete 

interviews) do not expect to support private sector users in the foreseeable future. In sum, the 

centers’ scientific researchers remain their primary HPC user communities, but for a large 

majority of the interviewed centers, industrial users have become important secondary 

communities. 

▪ The study sample, like the universe of HPC centers from which it is drawn, is heavily tilted 

toward academic research. A majority (60%) of the centers interviewed for this study are at 

academic institutions, and most of the others count academic researchers among their users. 

▪ Two-thirds of the survey respondents (66%) were from large HPC centers, with the remaining 

one-third (34%) coming from midsize (20%) and small (14%) centers.  Although the under-

representation of smaller centers makes generalizations suspect, nine of the 12 interviewed 

midsize and small centers, including four of the seven small centers, provide industrial users 

with HPC resources. Hyperion Research concludes from these findings that smaller HPC 

centers are part of the trend toward partnering with industrial users, although the trend may 

affect smaller centers less immediately and less forcefully than it affects larger centers. We 

believe smaller centers will confront most of the same opportunities and challenges in 

partnering that their larger counterparts face.  
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METHODOLOGY 

The methodology for this pioneering study on best practices between publicly funded HPC centers and 

industrial users of such centers proceeded from lengthy discussions between the principal investigator, 

the National Center for Supercomputing Applications (NCSA) at the University of Illinois at Urbana-

Champaign, and the Hyperion Research HPC analyst team (then called Hyperion Research), serving 

as sub-awardee to carry out the research.  Hyperion was the objective third party for the data 

gathering. The discussions produced this agreed-on methodology that Hyperion Research followed: 

▪ The primary research should rely on extended interviews (targeted length: one to two hours) 

with senior representatives of the HPC centers and separate extended interviews with senior 

officials from industrial users of such centers. Asking only one party in the relationship what 

had worked well, and what had not, would miss crucial perspectives.  

▪ The list of targeted HPC centers and industrial users was jointly developed by NCSA and 

Hyperion Research and was given final approval by NCSA before the interviews began. 

▪ The study should heavily represent the U.S. but be worldwide in scope, to capture non-U.S. 

practices and perspectives that might be useful. The targeted respondent list (see above) was 

developed with this goal in mind.  

▪ To encourage candor, HPC center officials should be interviewed separately from industrial 

users of the centers, and interviewees should be assured that information captured from the 

interviews will be kept anonymous, i.e., not associated with their names or the names of their 

employers. NCSA and Hyperion Research jointly developed an interview questionnaire for 

HPC center officials and a separate, closely related questionnaire for officials of industrial 

partners of HPC centers. 

▪ The standard questionnaires should capture basic information for purposes of aggregation, but 

interviewers should also use the questionnaires as departure points for eliciting further 

qualitative information and perspectives from the interviewees.   

▪ The study report, including Hyperion Research conclusions, should be linked to descriptive 

findings—that is, the responses of the interviewees—and should avoid prescriptive statements 

where possible. The general rule should be that if none of the respondents mentioned 

something, that something should not be considered important to include in this report. 

Information gleaned from other, related studies should appear with sources clearly identified. 

The next step was for Hyperion Research to schedule and conduct the in-depth interviews, which 

typically lasted between one and two hours each. Every center and industrial partner Hyperion 

Research approached agreed to participate in the study, except for five HPC centers that did not 

qualify because they did not provide access for industrial users.  

The result was 66 survey interviews, 35 with national HPC centers and 31 with industrial users of the 

center's HPC resources. 
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KEY FINDINGS  

HPC Can Boost Industrial Innovation and Competitiveness 

The findings reaffirm what prior Hyperion studies over the past decade have consistently found, that 

high performance computing (HPC) is a game-changing technology with an ability to accelerate 

industrial innovation and boost economic competitiveness. Data collected to date for a Hyperion 

Research worldwide study in progress for the U.S. Department of Energy indicates that every dollar 

invested in a revenue-related HPC project is associated, on average, with an impressive $551 in 

revenue and $52 in profits or cost savings to industrial partner organizations. (The same study also 

measures non-financial returns, i.e., the impact of innovations within scientific projects not associated 

with financial returns.) 

Even the biggest, most successful industrial firms typically cannot justify the 

expense of buying and maintaining their own high-end supercomputers for 

breakthrough R&D projects of limited duration. It is not that they lack money; 

it is just that there is rarely enough money to fully fund all worthwhile 

corporate endeavors, especially if, as in the case of a high-end 

supercomputer, the costly resource might not be fully utilized at all times.  

For mission-critical industrial R&D projects, which can be just as challenging 

as breakthrough scientific projects, growing numbers of industrial firms of all 

sizes have therefore been turning to academic and other HPC centers. U.S. 

examples range from mega-corporations such as Procter & Gamble to small 

and medium-size enterprises (SMEs) such as Intelligent Light; European 

examples range from Airbus to small and medium-size enterprises (SMEs) 

such as SICOS and M.A.R.K. 13. The Edinburgh Parallel Computing Center 

at the University of Edinburgh reported that it has served well over 100 SMEs. More than 90% of the 

industrial users interviewed for the present study said that their partnerships with HPC centers had met 

or exceeded their expectations for accelerating advanced R&D initiatives. In the aggregate, that finding 

and other results of this study create strong motivation for increased industrial innovation and 

economic competitiveness.  

Comments 

"We developed, in collaboration with a global company, a capability for modeling and simulation that 

could be directly applied to understanding the performance of tires, but that capability is also very 

useful for us as a national science center in some of the application spaces that we have to do for our 

own missions. So, it's win-win. The company was losing money, their competitors were quicker than 

they were, and they were at serious risk of going out of business. And they bet the farm on 

computation because it was the only way they could get the product turnaround cycle fast enough to 

keep up. They designed the tire this way and went to market with it and ended up winning numerous 

awards and dominating the market. It made many hundreds of millions of dollars for the company." 

[U.S. large, publicly supported academic HPC center] 

"A large company I won't name told us they view the capability we helped create as highly 

differentiating in their business world. They view it as a first of a kind, something that's very significant 

for their potential, for managing their business. They and others communicate that to us, but they keep 

their relationship with us quiet because they don't want their competitors to know how they're gaining 

this advantage."  [U.S. midsize academic HPC center] 

More than 90% of 

the industrial users 

interviewed for the 

study said that 

their partnerships 

with HPC centers 

had met or 

exceeded their 

expectations. 

http://www.hpcuserforum.com/ROI
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"A $50 billion-plus personal care products company is trying to get insight into the next generation of 

products. The work we do with this client is to make our simulation engine work perfectly for a 

shampoo or a laundry product. Once we achieve that, they asked us to take the simulation further, 

such as to model what happens on the surface. We'll tell them that isn't in the supercomputer model 

currently, but we can build it." [U.S. large, publicly supported academic HPC center] 

"The airline industry pays the meteorology bureau for weather forecasts and these forecasts are 

developed on our supercomputers. The mining and oil industries make decisions about where to drill – 

the national geoscience agency uses us for this." [Non-U.S., midsize, publicly supported academic 

HPC center] 

Industry Programs Mean Private Sector HPC Technology Users, Not Just HPC 
Technology Vendors 

A substantial number of academic and other HPC centers will continue to thrive without providing 

access to industrial users. But nearly all the centers surveyed for this study have programs aimed at 

serving private sector companies. In a few cases, the industrial partnerships are as old as the HPC 

centers themselves; in other cases, the partnership programs began only a 

year or two ago.  

Underlying the global trend for HPC centers to establish new industrial 

outreach programs, as noted earlier, is the growing recognition of HPC by 

political and industry leaders as a game-changing accelerator of industrial 

and economic competitiveness, as well as scientific innovation. This 

recognition increasingly extends to the scientific community as well. In 

Hyperion Research's 2010 study for the European Commission, 

Development of a Supercomputing Strategy in Europe, the mix of survey 

respondents was heavily skewed toward academic and government 

scientists, yet every one of the respondents said that HPC is also "extremely 

important" (66%) or "important" (34%) for industrial competitiveness.  And 

most said their country's industrial users should have access to powerful 

HPC resources at national and regional centers, many of which are based at 

large universities. (The EU-supported PRACE association of 25 countries 

divides supercomputers into EU-class tier-0 systems, national-class tier-1 

systems, and intra-national tier-2 systems.) 

Academic and other HPC centers throughout the world are accustomed to 

working with HPC technology vendors to develop, acquire and maintain HPC 

systems, and in some cases also to help support centers-of-excellence that pursue advanced 

technology development. The present study confirmed that some HPC centers and sponsoring 

agencies limit their definition of "industry" to these vendor relationships. For a growing majority of HPC 

centers, however, the term "industry" refers to the larger universe of industrial (private sector) HPC 

users.  

Hyperion believes that the future funding levels of HPC initiatives in the U.S. and around the world will 

increasingly be influenced by whether the initiatives adopt the narrow definition of the term "industry" 

that refers only to vendors (technology providers) or broaden it to include users (technology 

consumers).  This trend already affects many high-end HPC procurements and during the next decade 

will become more pervasive for HPC procurements at lower price points as well. 

Underlying the 

global trend for 

HPC centers to 

establish new 

industrial outreach 

programs is the 

growing recognition 

of HPC by political 

and industry 

leaders as a game-

changing 

accelerator of 

industrial and 

economic 

competitiveness. 



 
 

©2017 Hyperion Research #HR40001.07.12.2017 4 

Industrial Users Cannot Justify Buying Their Own High-End Supercomputers 

IDC studies during the past decade, buttressed by discussions with hundreds of industrial HPC users, 

consistently show that even the largest, most successful industrial organizations and users rarely can 

justify acquiring the high-end supercomputers leading HPC centers in academia and elsewhere have 

on hand. Large industrial firms that rely on HPC typically buy midrange HPC systems that can handle 

their everyday R&D and production computing needs (an exception is the oil and gas industry, which 

buys some of the world's largest supercomputers). But for their advanced R&D, the kind that targets 

breakthrough innovations capable of transforming entire industries, many large industrial firms need 

access to more powerful supercomputers than the ones they own. They cannot justify buying these 

expensive computers for their most advanced R&D projects a priori, even though the projects may be 

mission critical. Small and medium-size enterprises (small and medium-size enterprises, SMEs), 

despite their smaller size, may have advanced R&D projects that are just as challenging of those being 

pursued by mega-corporations. Hence, for transformational R&D projects, companies of all sizes may 

look to academic and other publicly supported HPC centers for help that includes access to more 

powerful supercomputers and to center staff with expertise in using these supercomputers. The results 

of the present study show that small, midsize and larger HPC centers are making HPC systems and 

expertise available to companies today. 

Tellingly, nearly half (45.2%) of the interviewed industrial partners said that their collaboration with an 

HPC center was their first experience using HPC. This confirms that the surveyed HPC centers are 

already playing an important role in extending the benefits of HPC to the broader industrial sector. 

Comments 

"Even big companies don't always have the money to buy their own 

super computer, but as a startup you definitely don't. We've been using 

the center now for about two years, and the company has grown from 

about 12 users a couple of years ago to over 150. Our usage has gone 

up a hundredfold. We have had people running some extremely big, 

extremely long-duration models. I don't know what we would do if we 

didn't have that relationship. I guess we would have to have our own 

cluster in-house, and we wouldn't have nearly as much computing 

power."  [U.S. small business that relies on a midsize academic center] 

HPC Centers' Practices for Working with Industry Fall into Four Main Types 

The four types found in the study can be characterized as follows:  

1. Open science only, no industry presence. Some academic and other HPC centers pursue only 

open science and have had no industry representatives on any of their research teams.  

2. Open science only, industry team members. In a few more cases, HPC centers are dedicated 

to open science but principal investigators (PIs) sometimes invite industry experts to join 

research teams. 

3. Open scientific and industrial research. A larger number of HPC centers focus primarily on 

open science research but allocate a portion of their HPC capacity on an unreimbursed basis 

for pre-competitive, advanced industrial research projects that peer review committees have 

qualified. The term pre-competitive research2, also called enabling research, refers to 

                                                           
2 http://www.ccmx.ch/projects-amp-partners/industry/how-to-participate/what-is-pre-competitive-research/ 

We've been using the 
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http://www.ccmx.ch/projects-amp-partners/industry/how-to-participate/what-is-pre-competitive-research/


 
 

©2017 Hyperion Research #HR40001.07.12.2017 5 

investigations aimed at advancing the state of the art with an innovation that is made available 

to all potential competitors, such that any company can choose to commercialize the 

innovation for competitive advantage. A single company or a group of collaborating firms that 

are interested in pursuing the same innovation, often with academic or government research 

partners, may carry out pre-competitive research. The industrial research findings, or at least 

the major part of them, typically must be openly published. Europe's PRACE initiative and the 

United States' INCITE program exemplify this posture toward industry.  

4. Open scientific and industrial research, proprietary industrial research. Some Type 3 centers 

that support both open science and industrial use also allocate a portion of their HPC capacity 

on a paid basis for proprietary, post-competitive industrial research projects. These centers 

typically (but not always) charge market rates for proprietary projects, to prevent using publicly 

funded resources to provide competitive advantage to any company in the commercial market 

place. Comparative market rates charged by commercial HPC-as-a-service (HPCaaS) 

companies are publicly available3 and vary4, based on configuration requirements (e.g., 

memory per node, planned or emergency use, type of expertise and support needed).  

Although each of the surveyed centers falls into one of the four major types, many centers also deviate 

from their types in some respects: 

▪ A Type 1 "open science only, no industry" center may, for example, continue to support 

the proprietary work of one or two industrial firms that began using the center when it was 

first founded. So, early history can provide exceptions to the rule.  

▪ Most cases of deviation from strict type occur, however, within the center discretionary 

allocations that are not used only for industrial projects. This allocation was most often 

10% of the capacity of the center's primary HPC system among the surveyed sites (cf., 

Argonne Leadership Computing Facility, Oak Ridge Leadership Computing Facility, 

Louisiana State University) but is sometimes considerably lower, and rarely higher. 

Discretionary allocations can act as a wild card that permits the rules under which the 

center generally operates to be relaxed. In some cases, the center must obtain approval 

for the exception from the local tax office and/or others. Tax officials may play an important 

role in how an HPC center collaborates with industry, especially in some European 

countries, because access to publicly funded HPC resources by a private sector firm for 

proprietary work is typically considered taxable. Even within the same country, however, 

decisions may vary greatly from one local tax office to another; in some cases identified 

during the present study, for instance, the HPC needs of a major local employer were 

considered important enough to obviate national regulations governing access to a 

publicly supported HPC center. 

The HPC Centers and Industrial Partners Both Benefit from the Relationships 

Anyone who thinks that academic and other HPC centers and their government sponsors are doing 

the private sector a favor by giving companies access to the centers' supercomputers sees only part of 

the picture. The study findings show that in most cases these partnerships are mutually beneficial. 

▪ Industry benefits from increased competitiveness, new discoveries and insights, and faster 

development of products and services, among other advantages. 

▪ The surveyed, industry-supporting HPC centers reported benefits including unexpected new 

pathways for science, increased motivation and retention of their scientific and computational 

personnel, and additional revenue for reinvestment by the centers.  

                                                           
3 https://advania.com/hpc/?gclid=COuel8Wn_NQCFQGmaQoduCUASQ 
4 http://www.cray.com/solutions/supercomputing-as-a-service 

https://advania.com/hpc/?gclid=COuel8Wn_NQCFQGmaQoduCUASQ
https://advania.com/hpc/?gclid=COuel8Wn_NQCFQGmaQoduCUASQ
http://www.cray.com/solutions/supercomputing-as-a-service
https://www.alcf.anl.gov/dd-program
https://www.alcf.anl.gov/dd-program
https://www.olcf.ornl.gov/accel/about-accel/
http://www.hpc.lsu.edu/users/LSU-HPC-Allocation-helper.php
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▪ Benefits for government funders include greater industrial and economic competitiveness, 

along with job creation. Quantifying these benefits has been the primary focus of a Hyperion 

Research successful 2013 pilot study and an ongoing full-out worldwide study for the U.S. 

Department of Energy (see www.hpcuserforum.com/ROI).  

This is not to imply that all HPC centers should provide access to 

industrial users. Fundamental science needs no further justification. 

But, the majority of the HPC centers interviewed for this study 

collaborate with industrial users and found those relationships—both 

un-reimbursed and reimbursable—valuable for both parties. 

Comments 

"It's stimulating for our researchers to work on industry problems and 

contribute to the economy. [In return], the lab gives industry access to 

unique resources that are too expensive for industry to acquire, along 

with special training, domain expertise, and help with codes."  [U.S. 

midsize academic HPC center] 

"Our collaborations with industry are very meaningful contributions, 

and our scientific researchers feel very good about this kind of work. So, it can help with staff morale 

and retention."  [U.S. small academic HPC center] 

"I've been surprised that most of our computational folks, including algorithm folks, are eager to work 

with industry and take on new directions." [U.S. midsize academic HPC center] 

"In some cases, these partnerships are extremely valuable because the companies push us to 

consider ways of doing our own science we would not have thought of." [U.S. large academic HPC 

center] 

"Through the paid industrial partnerships, we earn extra money that we can re-invest in the HPC 

center." [U.S. small academic HPC center] 

"For our biomedical partner, the primary benefit is faster turnaround to support patient diagnosis and 

therapy in the hospital. For the gas company, it's essentially matching the supply with demand. And 

with the railway, it's scheduling." [European midsize academic HPC center] 

"We're a large global company that started off with a single project, and our collaboration has grown 

with the [academic] center. We get great outcomes we can put into practice to make better products 

faster. We can implement these advances right away into our business processes." [U.S. large 

corporation working with U.S. large government-funded academic HPC center] 

All Parties Expressed Strong Satisfaction with the Partnerships 

The academic and other HPC centers gave these partnerships an average rating of 8.54 on a 1-10 

scale where 10 represented the highest possible level of satisfaction from the center's perspective—

and one in four centers (25.7%) gave their industrial partnership program the highest possible rating of 

10.  

The industrial users, for their part, assigned the relationships a similarly high average rating of 8.45 on 

the 1-10 scale, and just under one in four industrial users (22.5%) gave their relationship with an HPC 

center a perfect 10 grade.  

“In some cases, these 

partnerships are 

extremely valuable 

because the companies 

push us to consider ways 

of doing our own science 

we would not have 

thought of." 

http://www.hpcuserforum.com/ROI
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These high satisfaction levels confirm that in almost all cases, these partnerships have been beneficial 

to both parties, even though the interviews (especially with the industrial users) make it clear that many 

of the interviewed HPC centers around the world do not yet employ all of the best practices industrial 

users desire.  

Findings Foreshadowed by 2005 Studies 

The finding of high satisfaction levels was not surprising. As early as 2005, two studies by IDC 

(Hyperion's former name) for the Washington, DC-based Council on Competitiveness revealed similar 

high satisfaction in relationships between publicly supported HPC centers and industrial users: 

Industrial Partnerships through the National Science Foundation's Supercomputing Resources and 

Industrial Partnerships through the NNSA's Academic Strategic Alliance Program. All of the HPC 

centers participating in the NNSA and NSF initiatives were based at academic institutions.  

The following excerpt from the NSF-related report can serve to characterize the results of both 2005 

studies: 

The partnership program between NSF centers and U.S. businesses clearly has been successful. 

All 40 of the companies interviewed for this study were overwhelmingly positive about the 

expertise of the NSF centers, and 95% said they would like to partner with the same NSF center in 

the future. Virtually all (93%) said the NSF center partnerships had advanced their research and 

development efforts, 88% said the collaboration had solved a specific problem, and the vast 

majority (80%) concluded that the partnerships with the NSF centers had met their objectives. That 

percentage could climb even higher, since 13% of the projects were still in progress when this 

study was concluded. 

This strong appreciation by industrial users of NNSA and NSF HPC centers, even during earlier times 

when many centers were less prepared than today to support these users, affirms that the private 

sector has a persistent need to access HPC systems and related resources that they cannot justify 

purchasing themselves. 

Related Comment (2017 Study) 

"Our industrial partnerships are extremely valuable. If you look at the science landscape in the U.S., 

large corporate R&D centers have mostly disappeared so only national labs [and other publicly funded 

HPC centers] are doing this and industry has discovered this so industry interest in working with 

national labs has grown a lot. This is important for the national labs' missions." [HPC center at a U.S. 

national laboratory] 

No Country/Region Has a Comfortable Lead in Moving HPC into Industry 

The U.S., Japan, and major European Union member states all have academic and other publicly 

supported HPC centers with impressive histories of extending the game-changing benefits of HPC to 

industrial users. In the race to make HPC more pervasive in industry in order to boost economic 

competitiveness, no nation or global region can afford to be complacent because no nation or region 

has a large, sustainable lead over all the others. Future leadership in this area will likely be heavily 

determined by the relative willingness of nations to invest in disseminating HPC resources and 

expertise within their private sectors. Countries and regions wanting to exploit the proven ability of 

HPC to improve their industrial and economic competitiveness have an opportunity to do this. 

http://www.compete.org/reports/all/123
http://www.compete.org/storage/images/uploads/File/PDF%20Files/CoC_NNSA_Study.pdf
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BEST PRACTICES 

This section of the report attempts to distill best practices from the interviews with HPC centers and 

industrial users of the centers, in the hope that this information will be useful to all parties involved, or 

considering involvement, in partnerships like these. None of the partnerships evaluated for this study 

employ every one of the best practices discussed below, nor necessarily should they. The 

circumstances of each relationship differ and a practice that works well in one relationship may be 

ineffective in another. But because each of the practices discussed here has repeatedly been named 

by survey respondents as a best practice, Hyperion Research believes that this set of practices 

together can serve as an ideal case for HPC centers and industrial users to consider. 

The survey findings indicate that where partnerships between HPC centers and industrial users are 

concerned, the old saying, "When in Rome, do as the Romans do," should not completely apply. To 

make these relationships succeed, in most cases, the HPC centers (the Roman host city in this 

analogy) need to adapt to the practices of the visitors (the industrial users) to ensure high satisfaction 

with that segment of their user base. This is not to say that industrial users are exempt from having to 

adjust to their hosts' environments—the industrial users need to have reasonable expectations of their 

HPC center hosts and learn as they go. But if the partnerships are to succeed, the burden of 

adaptation falls more heavily onto the HPC center hosts in order to maintain high levels of satisfaction 

amongst their industrial users. In large part, this is because, with rare exceptions, the HPC centers 

were designed to support scientific research problems, not industrial research problems (even though 

both types of research problems may share attributes). That makes industrial users "strangers in a 

strange land" and calls on the centers, for their own benefit, to help industrial partners to adapt quickly 

and with modest effort. The study indicates that HPC centers that put this realization into practice are 

have the best satisfaction rating from their industrial partners.  

"One thing we decided to do is parity in participation. Industry had a seat at the table and got 

substantial funding [discretionary allocation by the HPC center from the government program funds] 

and were full partners in the program. In the first meeting, our people sat in one part of room and the 

industry people were in another part, People formed cliques. But after a lot of give and take, we 

developed great relationships with our industry partners." [U.S. large government HPC center leading 

a specific industrial development program]. 

The best practices are organized by topic in this section, with selected quotes from the centers and 

industrial users added to illustrate the practices. Because it's not always easy to draw sharp lines 

between the practices, Hyperion Research believes this section should be considered as a whole. 

A Key Requirement for HPC Centers Is to Take Industry Seriously 

Some of the surveyed industrial users complained that the HPC centers they were working with failed 

to take them and the problems they were trying to solve seriously enough. But even in cases where 

HPC centers respectfully sought out industrial users and their problems, the users reported that some 

centers were unprepared for serious collaboration in other ways. Based on the survey interviews, here 

is an ideal list of practices for HPC centers wanting to work seriously with industrial users. The ideal list 

constitutes the highest possible standard; industrial partnerships can succeed nicely without following 

every one of these practices. 

▪ Centers serious about supporting industrial partnerships should adjust their mission statements to 

add the focus on industry engagement. HPC centers that are serious about serving industrial 

users as well as scientific users should embed their industrial focus into their missions, with 

appropriate mission-related justification for supporting both sets of users. Doing this sends a 
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strong signal to the center's staff and to industrial users that industry partnerships are not just a 

casual or temporary activity. Stakeholders (government agencies that contribute funding, 

organizational management, etc.)  for HPC centers' industrial partnership programs should actively 

encourage this expanded articulation of the centers' missions. 

"Once it's established that part of your mission is to support industry, then you have to pursue it 

aggressively. But a big requirement is to accept that this is really part of your mission and must be 

pursued as vigorously as science." [European large academic HPC center] 

"National HPC centers have made progress acknowledging that industrial problems can be 

intellectually deep and satisfying to work on, but this recognition is not pervasive within government 

science-based agencies, which often look down on working with industry. We're running projects with 

large pharmaceutical companies and both sides are very excited. They bring us problems with science 

challenges we would not have thought about."  [U.S. large academic HPC center] 

▪ Choose HPC systems with industry as well as science in mind. Many academic and other HPC 

centers have no choice but to retrofit industrial users onto HPC systems that were specified with 

only scientific users and their workloads in mind. Given the choice, however, centers that are 

serious about supporting industrial users should procure systems designed to perform well on the 

full spectrum of the center's potential scientific and industrial workloads—and should involve 

industry in the process of specifying the systems.  

The same best practice applies to software development. In particular, survey respondents said 

that governments sometimes ask academic experts to design or update software that is intended 

for use by industry, without involving industry from the start. Suffice it to say, that is not an ideal 

practice. 

"The very high end of HPC does not interest industry. Industry wants a professional approach based 

on their own problems and desire to keep the work proprietary."  [European national HPC center] 

"One thing we learned is that industry does large-scale ensemble computing. Maybe they need to run 

a 100-core problem 1,000 times. Government first considered this not to be a leadership scale, but 

industry can't wait months to run iterations consecutively." [U.S. large academic HPC center] 

▪ Focus on domains the HPC center knows well. It may be tempting, especially at the start of an 

industry partnership program, to welcome users from all domains in order to show progress. But 

this study indicates that the odds for success greatly increase when a center limits its partnership 

program to domains in which the center has strong existing competence.  

"You don't want to move into an area that you can't do well, because these [industrial users] are folks 

who have a specific problem and it needs to be solved and they're very value driven. So you should 

limit yourself to what it is you do well." [U.S. midsize academic HPC center] 

"Funding is a primary barrier, but I wouldn't say even if someone gave me $5 million that there are 

enough computer scientists with the domain knowledge that I [HPC center director] require that I can 

hire right away." [U.S. midsize national HPC center] 

"There's room for improvement but it [the industrial partnership] has been 

working well. The main problem is the level of support and expertise for tough 

issues is low, especially because projects are limited to one year and the 

ministry wants as many participants as possible rather than greater success for 

a smaller number of small and medium-size enterprise (SMEs). It would be 

There's room for 

improvement but 

it has been 

working well. 
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better to focus on a few verticals and build deeper expertise." [Asian small academic HPC center] 

▪ Hire a person with business experience to lead the industrial partnership program. A difficult 

lesson often learned by centers en route to partnering successfully with industrial users is that 

placing an experienced business person in charge of the program can greatly increase the odds of 

success—and decrease the time needed to achieve success. Government and university program 

managers typically have a much harder time bridging the gap between the academic world and the 

business world. It also helps to have other staff with industry experience. One challenge, of 

course, is that the experienced business person must know, or learn, how to operate within the 

culture of the academic or government HPC center. 

"If we started this program with someone leading it who had business experience and who knew how 

to market and sell computer services to companies it would have been really great. For us academics, 

it is totally new to discover this business world." [European midsize academic HPC center] 

"I fell into working with industry by being hired by a self-made business man who taught me how to talk 

with business people, get them signed on, etc. My center staff and I can now talk to businesses about 

M&S (modeling and simulation) but also about how to construct a business project." [European large 

academic HPC center] 

"It's important to have center staff with industrial experience and also multi-disciplinary people. You 

must be receptive to industrial requirements." [U.S. small academic HPC center] 

"It was a challenge to recruit small and medium-size enterprises (SMEs) [small and medium-size 

enterprises] and you have to recruit in local areas. We held meetings all around the country and we 

hired experts. The main problem was finding enough experts who understood HPC and also the 

situation of SMEs. After we had worked with 60 SMEs, we fulfilled the initial expectations. [European 

midsize academic HPC center, referring to the goals for the EU Fortissimo HPC program aimed at 

making HPC use more pervasive among SMEs.] 

"We were founded to support science but now 15% of our 600 projects a year involve industrial users. 

To support them, it's important to have staff who come from the private sector, because industry 

thinking is different from academia. I like to work with academics but large companies and SMEs have 

tight project deadlines that academia is not used to, so it's important to have people who understand 

business and understand HPC. You need to be open and you need domain experience in the domains 

you're dealing with." [European national HPC center] 

▪ Assign experienced people to work with industrial users. Multiple industrial survey 

respondents reported that it is not uncommon for HPC centers to assign less-experienced staff 

to industrial partnership projects or to substitute other staff members while the project is 

running. Industrial projects typically are mission-critical for the users and are staffed with some 

of the companies' best people. HPC centers should assign some of their own best people to 

these important projects. The respondents said the rewards of peer-to-peer project staffing 

practice can be substantial for all parties. It is also important, where possible, to keep the 

same center staff assigned to the industrial project from start to finish, rather than replacing 

them in the middle of projects.  

"Our industry partners committed their 'A teams' to the collaboration. It's important to industry that HPC 

centers also involve their best people and industry can tell if this is true. All too often, centers assign 

industrial projects to less-experienced people and this is a recipe for failure. It also turns out that 

working on real-world projects can be highly motivating for our best scientists and can help us to keep 

them satisfied here."  [U.S. large national laboratory] 
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"A key aspect is the team building. Efficiency requires careful selection and balance of team members 

consisting of people with domain expertise who understand the commercial problem and can shape 

the project content; people on the development side, both on methods and program implementations; 

and people who can build the bridge between the HPC system and the people who want to use it." 

[European small academic HPC center] 

"It's important to have a certain number of people dedicated for a fixed period of time to solve the 

specific problems of the corporate partner. They just want a solution, and doing that is remarkably hard 

when you're stretched thin and you can't take two or three people out of your day-to-day production 

activities in order to get that specialized solution resourced."  [U.S. midsize academic HPC center] 

"Industry often assumes there is too much red tape to get through. The second thing that always 

comes up is that many companies have foreign nationals and how do those people access our 

supercomputers? The U.S. groups countries into friendly and not friendly. We also have huge 

partnerships with universities for research that gives them access to our systems. Here the problem of 

foreign nationals is even bigger, maybe 90%-plus of their people."  [U.S. large national non-academic 

HPC center] 

▪ Involve industrial users and industry support staff in the peer review process. As the following 

quote articulates well, peer review of industrial applicants for HPC center access should 

include one or more true peers, i.e., industry representatives who understand the problem in 

question. 

"The peer review process traditionally has not included industrial reviewers and the academic and 

government reviewers often are not familiar enough with industrial problems to evaluate them well. It's 

been a learning process to understand that industrial leadership science is structured differently than 

in a government leadership project. Industry needs to be included in the peer review and now is." [at 

our university-based center]."  

▪ Streamline the contracting process, especially regarding intellectual property (IP) rights and 

other legal issues. Many of the industrial partners reported frustration with how long it took to 

complete contractual agreements with the HPC centers or their parent organizations. 

Sometimes, industrial users said, the contracting process took longer than the project itself. In 

some cases, there was frustration on the part of both parties at the lack of umbrella 

agreements to allow new projects with the same partner to begin without having to repeat the 

whole contract process from scratch. Reaching agreement on IP rights can be especially 

difficult and time-consuming. 

  

Provide Opportunities for Both Open and Proprietary Research If Possible 

▪ In most areas of the world, the governance frameworks under which publicly funded academic 

and other HPC centers operate are heavily aimed at preventing public funding from being 

used to allow companies to gain a competitive advantage in the market place. Rules against 

enabling unfair competition can be especially intricate in the European Union, where the 

trading interests of 28 large and smaller member states must be protected. As a result, most 

industrial projects carried out at publicly supported HPC centers around the world are 

restricted to open, pre-competitive, peer-reviewed research whose results must be published 

(at least in large part).  

▪ But as outlined in the preceding Key Findings section of this report, many HPC centers also 

allow industrial users to perform proprietary work, especially under the center discretionary 

allocations. Some of the largest HPC centers offer a third category for collaboration, where 



 
 

©2017 Hyperion Research #HR40001.07.12.2017 12 

contracts specify that some results of a project may be kept proprietary while others must be 

published.  

▪ The study revealed that each type of industrial research—open and proprietary—can produce 

benefits for an HPC center, such as identifying new pathways for the center's related scientific 

research and boosting the morale of center researchers via opportunities to work on industrial 

problems. As noted above, HPC centers typically (but not always) charge market prices to use 

their HPC resources for proprietary industrial research, that is, prices similar to those that are 

publicly advertised by HPC-as-a-service (HPCaaS) providers. 

"When we sell time to industry, we sell at market pricing. That way we are not competing unfairly with 

HPC service bureaus and industry partners don't see us as just a source of cheap cycles." [European 

national HPC center] 

"Our special industrial partnership user agreement permits an industrial project to have a blend of both 

proprietary and nonproprietary output, and allows the firm to keep the proprietary portion confidential 

as long as the firm can commit in advance to publish meaningful science results nonetheless."  [U.S. 

large government HPC center] 

Prepare for the Cultural Gap with Increased Communication 

Business projects typically operate with shorter timeframes and harder deadlines than their research 

counterparts. Missing a business project deadline by as little as a week or two can sometimes consign 

the project to failure. HPC centers and industrial users may also have requirements for data security 

and the availability of team members. Some business partners have been surprised to find the HPC 

center they depend on closed for more than week during a holiday season. One way of bridging this 

cultural gap, of course, is for the center to hire someone with business experience to lead the industry 

partnership program, as suggested above, someone who can focus on communication and 

expectations in both directions. Another way is to set clear expectations at the start of the relationship 

and maintain frequent communication during the project. (Sometimes, of course, the industrial partner 

is at fault for not paying enough attention to a collaborative project.)  

"For the government, fast is 5 years. For business, it's 6 months. Not enough people in government 

have private sector experience and understand this."  [U.S. midsize government HPC center] 

"There's a huge cultural gap. In particular, the time scales that government and academics work on are 

so much longer than the time scales industry works on. That mismatch causes inevitable friction. We 

think something is going to take us three or four months to develop and then a couple of months to 

test, and six months later we might have it. Industry wants it in three weeks, or at most three months, 

but no matter what, we're off by at least a factor of two."  [U.S. midsize academic HPC center] 

"Our business processes are quite sleek, and we have had to come to terms with the not-so-sleek 

bureaucracy on the other side [the HPC center]." [Large multinational corporation] 

"Even more important would be if I didn't have to wait in line for my jobs to run. Because that can really 

be crippling. Again, we're a relatively small company and we move really quickly, and when people 

want results, waiting 24 hours just for the run to start really sets you behind and kind of kills the pace of 

your product development. So, I would really love not to have to wait in line. That would be my number 

one wish."  [U.S. SME business working with a U.S. midsize government-supported academic HPC 

center] 
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"From the moment we decide to do something to project kickoff is no more than two to three weeks, 

which is really refreshing and lowers the barriers for starting new projects substantially." [European 

multinational company working with European midsize academic HPC center] 

"You need staff who are open to listening to industry and aren't spoiled by working only on their own 

research interests. So, it's a mindset thing. Our main problem at the beginning is that part of our staff 

said ‘I'm a researcher and I'm not going to work with industry or create an account for someone not 

part of the university.’ So, you need to hire staff who want to work with industry, especially people who 

have experience in industry. You need to take customer requests seriously." [European national HPC 

center] 

"Industry wants a professional approach based on their own problems and desire to keep the work 

proprietary. Second, you have to be problem-solution oriented in a very pragmatic way, with hard 

deadlines that cannot be exceeded. Be objective-oriented, not challenge-oriented. Third, you must be 

able to ensure privacy and security for industrial work. They have to trust that you can do this, so 

building trust is important. Our center is certified for ISO frameworks, and this creates credibility and 

trust with industries."  [European national HPC center] 

"One key lesson is you cannot communicate too much. It's critically important to show constant value 

even if it's not necessarily resonant with each individual member every time. Personal touch is another 

key element. You just need to set aside the time periodically to make the phone calls and have the 

discussions where it's one on one."  [U.S. small academic HPC center] 

Engage Marketing/PR Professionals to Help Recruit Industrial Users 

Although a few HPC centers said that their reputations were enough to attract industrial users, most of 

the centers insisted that active marketing and public relations are needed. HPC Centers may have to 

pay more attention to PR and marketing. Marketing activities can take many forms, from attending 

industry meetings and conferences to disseminating success stories.  

Focusing on a small number of domains helps the HPC center to limit the number of industry meetings 

and trade publications the center needs to concern itself with. For many centers, the choice of domains 

follows naturally from the areas of expertise of their staff members and their geographical location.  For 

example, it may be hard for a U.S. center to specialize in automotive research if the center is nowhere 

near Detroit.  

"It's all about going out and generating your own opportunities. The idea that companies are going to 

pick up the phone or go through your website and say, 'I've heard of you, and I want to work with you,' 

is flawed. You have to go and find opportunities."  [European midsize academic HPC center] 

"We have a website. We use social media channels. We have two people who are basically doing 

marketing. We have to market carefully, because we have to do it within government guidelines."   

[European national HPC center] 

"Regional governments in the country [European] are very focused on promoting innovation and are 

aware of us. We are also a member of industry associations in our country and communicate this way, 

so businesses hear about us." [European midsize academic HPC center] 

"The best approach also depends on geography. Our center might want to form a consortium with 

pharmaceutical companies, but since there aren't any in our area it's out of the question."  [U.S. 

midsize academic HPC center] 
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"For the most part the HPC guys who work in the oil and gas industry all know each other. So as soon 

as one of them started working with us, they all wanted to work with us. I did very little marketing 

because I didn't have to. We now have the systems and the cachet in the industry that attract people to 

come to us."  [U.S. large academic HPC center] 

"We did a 2006 study and at that time people were skeptical about small and medium-size businesses 

(SMEs) wanting HPC. Then people saw examples of success and the word spread and now the 

competition for vouchers is high and only 1 of 3 SMEs applicants gets a voucher."  [Asian midsize 

government HPC center. Note: vouchers awarded to qualifying small and medium-size businesses 

(SMEs) are certificates guaranteeing access to the center's HPC resources for a specific number of 

hours.] 

"The partnerships so far have come through decades-long relationships between people in our 

institute, students and professors at the university our center is connected to, and alumni educated 

here in the area who now work for companies and organizations. They bring the connection to us into 

the companies. People are working in these companies who were members of our institute a couple of 

years ago, and they know the environment and the kinds of projects we are doing here at our institute."  

[European small academic HPC center] 

"Generally, we write the actual case studies. But partners are certainly willing to participate and 

provide useful quotes and comments. A few of them have given presentations in our booth at 

Supercomputing about the work that they did with us."  [U.S. large academic HPC center] 

"Put more stress on public relations – most centers aren't good at this at all. You need to reach out to 

the public and the politicians. We need them to understand the importance of what we do."  [European 

national HPC center] 

Set Expectations Clearly at the Start 

The desire of industrial partners for clear expectations to be set before a project begins may seem self-

evident, but many of the surveyed users indicate that it often does not happen effectively. Either party, 

the center or the industrial user, might begin a project without having clearly thought about how it 

should happen and what will constitute success. At a minimum, centers and industrial users should 

agree on what to expect in the following areas: 

▪ The time needed for the contract to be completed—including legal and IP considerations—so 

the project can begin 

▪ The composition of the project team (from the center and the industrial user) and how much 

time the members will devote to the project 

▪ Methodologies to be used  

▪ What the industrial user will contribute, including payment terms if applicable  

▪ The nature and extent of the HPC resources and support the center will provide 

▪ What will constitute success 

▪ How the success will be publicized and/or shared with 

stakeholders 

▪ Project milestones and associated deadlines 

▪ Any provision or option for follow-on collaboration 

▪ How will success be advertised (PR releases, public summaries, 

limited release summaries, …) 

Having very open, 

candid conversations 

at the beginning to 

make sure that 

expectations are 

grounded on both 

sides is hugely 

important. 
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"Having very open, candid conversations at the beginning to make sure that expectations are 

grounded on both sides is hugely important. When we were less experienced with this, we tended to 

market too much and then end up in projects that just weren't strategic for us and ended up 

disappointing both sides."  [U.S. large national HPC center] 

"Many of our users are energy companies. They don't need my help in teaching them about 

supercomputing. But they don't have access to the new technology and they want to know what we're 

doing, what works and what doesn't. So that became the driving force: helping people learn what the 

technology is and what they can do with it."  [U.S. midsize academic HPC center] 

"An industry partner should have done some deep thinking about how they will use the outputs of 

sophisticated computational modeling in their own workflows and business area. If they are uncertain 

how they are going to use it, or how it's going to be valuable to them, they're likely to be disappointed, 

because it's not simple."  [U.S. midsize academic HPC center] 

 

"If an organization is accustomed to using an empirical design process, it's pretty disruptive to bring 

computation in, and they'll want to think through it. There have been situations where we were de facto 

set up in competition with an R&D activity that was already going on within the company, and that was 

not an easy situation." [U.S. small academic HPC center] 

"Certainly, there is frustration with the process and how long it takes to get agreements in place. That's 

something we're kind of used to, working as a national lab, whereas in industry, not so much."  [U.S. 

midsize national HPC center] 

"We have an office that helps manage industrial partnerships and understands how to talk with 

industry. Concerning demands from companies, if the company is run by a scientist spun off from our 

center, it’s easy. If a commercial firm has no clear idea about supercomputing, it takes more time to 

communicate well. In data science it depends on the discipline you're dealing with – medicine has its 

own language, for example."  [European midsize academic HPC center] 

"We've gotten better over time at communicating in early discussions what we can and can't do, and 

what we will and won't do in these relationships. That makes it pretty easy to figure out whether the 

partnership is likely to be mutually satisfactory."  [U.S. small academic HPC center] 

"I go through a road map with our clients, where we start by trying to do one direct project with them, 

and then we try to leverage that to three direct projects with them. And then we try and set them up as 

a key account. So you end up with a strategic and operational discussion around where the customer 

is going, and how they can use our HPC tools to better get there. We can propose a path for the next 

two to three years. Then the client will often say, 'That sounds great, but if you did this, this, and this, 

that'd be much more powerful for us.' And because they are a key account, we agree to do those 

things. We alter our research agenda according to theirs, and that's the difference between a strategic 

relationship and an operational one."  [European midsize academic HPC center] 

Streamline the Process for Intellectual Property and Contract Agreements 

Many of the industrial users reported frustration with how long it took to complete contractual 

agreements with the HPC centers. Sometimes, industrial users said, the contracting process took 

longer than the project itself. In some cases, there was frustration on the part of both parties at the lack 

of umbrella agreements to allow new projects with the same user to begin without having to repeat the 

whole contract process from scratch. As many of the comments below indicate, reaching agreement 
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on IP rights can be especially difficult and time-consuming. Umbrella agreements should be updated 

periodically to reflect new terms and directions. 

"The actual work will take less time than the legal constraints to get the contract in place and to get the 

first payment from us [U.S. large industrial partner] to them [U.S. national HPC center] done. About 

50% of the delay was on the company side and 50% on the government side."   

"A couple of our partners have already agreed to some sort of umbrella agreement, so the lawyers are 

in discussion now. But if you ask me, that would be an ideal scenario where I have umbrella 

agreements with 10-12 companies and whenever they have some money to do some work, we try to 

start working for them maybe in 15, 20 days' time. The lawyering business is kept to a minimum."  

[U.S. midsize national HPC center] 

 

"There's the generic framework for IP in these blanket, over-arching CRADA agreements, but the 

details are fairly specific to each individual conversation." [U.S. large national HPC center] 

 

"The U.S. government puts up many roadblocks to sharing data and results. Businesses know how to 

put something in a cloud or network so everyone can share it. This takes years of red tape in 

government." [U.S. midsize academic HPC center] 

"My center, in particular, likes to release a lot of our enabling technology as open source, so we've had 

complicated negotiations about what is it we're are allowed to release as open source, and what is 

truly creator protected and differentiating for the company that we can't release as open source. Those 

are going to be case-by-case conversations." [U.S. large national HPC center] 

"We need to be prepared from the outset to explain and to defend our ability to release fundamental 

capabilities, not domain-specific differentiating capabilities, but underlying technologies, as open 

source. Keep the IP of projects as unencumbered as possible so that we can build on them or share 

them in other places."  [U.S. large national HPC center] 

"IP rights are very tricky, actually. If we are doing direct contract work, the company owns all the data. 

But if we are doing work through a DOE-funded program, then any IP that the company brings in, they 

have to mark that as existing IP, and we will take it from there. So really there is no one umbrella 

agreement where we are able to handle IP. IP is handled on a case by case basis based on the 

funding sponsor."  [U.S. midsize academic HPC center] 

"A key lesson we learned is that we were in a requirements-gathering mode for the first couple of 

years. We were in listening mode as industry taught us about their problem. Industry actually knew 

more about the science but we knew how to build the codes. We also gave industrial partners control 

of a decent portion of the $25 million project budget."  [U.S. large academic HPC center] 

"It was not all pre-competitive work. For the project we had a board representing the 10 institutional 

partners. We also had an industry council as an advisory body that included both the firms we were 

funding and their competitors—we didn't want to favor any companies. We had a full-time partnership 

manager and I worked a lot with the lawyers from the participating institutions. We effectively operated 

as an independent company. We considered becoming a 5013c [tax-exempt nonprofit organization in 

the United States] but instead all stayed residing in our home organization, a national [university-

based] HPC center."  [U.S. large national HPC center] 
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Ideas for HPC Centers and Public Funding Stakeholders  

In light of the survey findings, academic and other HPC centers that provide (or plan to provide) HPC 

access to industrial users—along with government agencies supporting such initiatives—should take 

some or all of these steps: 

▪ Reinforce that the center’s (or agency's) mission supports both scientific and industrial 

research—and that these activities can be equally worthy and mutually beneficial.  

▪ Make it clear that collaborating with industry means working with industrial users, not just HPC 

vendors.  

▪ Periodically review and communicate your stance on providing HPC access for industrial 

users, along with the attendant rationale. Not everyone in your community may consider 

industrial R&D to be as worthwhile as scientific research or realize that partnerships with 

industrial users can help to advance science. 

▪ Because the agency/center will be hard pressed to expand its support for industrial users 

without additional funding to make this happen, create a written plan with an appropriate 

budget for discussion with funders. 

▪ Disseminate this study within your community.  Officials from HPC centers and industrial user 

organizations together contributed many hours of their time to provide data and thoughtful 

perspectives for this first-of-its-kind global study. We believe that investment deserves to be 

rewarded with a broad distribution of the study. 
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IN THIS STUDY 

Study Background 

This worldwide study was commissioned by the National Center for Supercomputing Applications 

(NCSA) at the University of Illinois at Champaign-Urbana. NCSA was established in 1986 as one of 

the original sites of the National Science Foundation's Supercomputer Centers Program. Through the 

center, University of Illinois faculty, staff, and students, and collaborators from around the globe, unite 

to address research grand challenges for the benefit of science and society. To support this activity, 

NCSA provides integrated cyberinfrastructure — computing, software, data, networking, and 

visualization resources and expertise that are essential to the work of scientists, engineers, and 

scholars at the University of Illinois at Urbana-Champaign and across the country. NCSA is supported 

by the state of Illinois, the University of Illinois, the National Science Foundation and grants from other 

federal agencies. 

In the United States and across the world, many academic and other HPC centers have been tasked in 

recent years with establishing and operating industrial partnership programs as a way to extend the 

benefits of government HPC investments. But learning how to work effectively with industry can be 

difficult for HPC centers that are new to this. Even HPC centers that have long histories of supporting 

industrial users may present cultural barriers to private sector partners, as reported in Hyperion 

Research studies as early as a decade ago. In the previously mentioned 2005 Hyperion Research 

Study of Industrial Partnerships with the National Science Foundation, for example, 95% of the 40 

industrial users who accessed HPC resources at NSF centers said they would like to partner with the 

same center again. But cultural differences moderated this overall success, as the study report noted: 

The companies' primary suggestions for improvement [of the relationships with the HPC 

centers] concerned access to the centers' HPC resources, the cultural gap between 

businesses and universities, and red tape related to intellectual property issues. The cultural 

differences ranged from difficult-to-address broad issues to specific problems open to 

consideration. 

A further conclusion of the 2005 study was that the surveyed companies viewed the centers' HPC 

resources as hidden gems and believed that the centers had not just an opportunity, but a 

responsibility to market and promote these resources far more aggressively to U.S. businesses that 

exploited or wished to exploit HPC. Hyperion Research noted that this would be difficult for the centers 

to do in practice, given that their HPC resources were already fully subscribed by their scientific user 

communities, and in some cases scientific demand exceeded HPC capacity by a factor of two to three.  

Hyperion's frequent interactions with HPC centers around the world have made it clear that many 

centers are struggling with new or expanded expectations for attracting and satisfying industrial 

partners. The chief goal of the present study was to document current partnering practices and offer 

HPC centers a compendium of what has worked well, and less well, for others. The "Best Practices" 

section at the start of this report attempts to present this information. 
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SITUATION OVERVIEW 

Introduction 

This is an in-depth, worldwide study aimed at collecting, delineating and analyzing best practices in 

partnerships between HPC centers and private industrial-commercial firms of all sizes. Hyperion 

Research believes this study can benefit academic and other publicly supported HPC centers in the 

U.S. and around the world, along with government agencies that provide the centers with whole or 

partial funding support, by identifying and analyzing the practices of industrial partnership programs 

associated with these centers. This includes what has worked well and not well, from legal frameworks 

to operating practices and cultural factors—the expectations of university-based and national HPC 

centers can differ substantially from the expectations of private-sector businesses. To Hyperion 

Research's knowledge, no in-depth study on this topic has been conducted before. 

Study Objectives  

This study aims to increase the chances for success of partnerships between HPC centers and 

industrial users, by enabling the partners to benefit, for the first time, from a comprehensive, vetted 

collection of best practices and lessons learned by others in the conduct of these collaborations.  

▪ NCSA employed market analyst firm Hyperion Research as its research arm to conduct in-

depth interviews of academic and other HPC centers of various sizes, in the United States and 

elsewhere. NCSA helped create and approved a target list of 40 centers, of which 35 qualified 

for interviews by providing HPC access to industrial users. NCSA approved a list of 31 

industrial users of academic and other HPC centers for Hyperion Research to interview.   

▪ The study evaluated practices identified in the survey and highlighted those with implications 

that seemed more universal, rather than specific to the circumstances of a single HPC center 

or government initiative. Both best practices and approaches to be avoided were investigated 

in the study. 

▪ The hope is that this quantitative-qualitative research report can serve as a reference guide 

and compendium of best practices and lessons learned.  

▪ Both NCSA and Hyperion Research plan to disseminate the report and its findings. 

Study Rationale 

The primary rationale for the proposed study is the pressing need for observational information that 

can boost the chances for success of partnerships between HPC centers and industrial firms. This 

need applies especially to the many HPC centers that are relatively new to collaborating with industry, 

but should also be useful to centers that have been engaged in industrial partnerships for years 

without the benefit of knowing in detail, and in the aggregate, what has worked well (and not so well) 

for their peers.  

The lack of information today can lead to sub-optimal use of time and money and ultimately to 

diminished success in these public-private partnerships associated with HPC centers that receive 

public funding support. Diminished success within the partnerships has important consequences: 

▪ It limits the ability of these collaborations to contribute to industrial and economic 

competitiveness. With improvements, these partnerships can help to drive economic growth 

and job creation. 

▪ It reduces the vital transfer of scientific knowledge to industry, and the equally vital transfer of 

industrial experience to the scientific community.  
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Prior studies conclusively demonstrated that HPC use by industry can boost industrial innovation and 

competitiveness, benefiting firms and their local and national economies. Recognizing the strategic 

value of HPC use by companies and also benefits to the economies of the nations where the 

companies are located, the U.S. and other nations around the world have encouraged, and in some 

cases directed, more publicly supported HPC centers to begin industrial outreach programs. Hyperion 

Research has seen a rapid proliferation of these public-private partnership programs in many areas of 

the world. In summary, these programs further leverage government/taxpayer investments in the HPC 

centers by extending the centers' HPC resources and expertise to industry for potential economic and 

societal benefit.  

We have also seen that where industrial partnering is concerned, some HPC centers in the U.S. and 

elsewhere have strong track records of success. But other HPC centers, especially those with recently 

established industrial partnership programs, are struggling to attract and support industry. Some 

partnership programs appear to be making little progress and may be floundering.  

Even large, national HPC centers with well-established, successful industrial partnership programs 

have told Hyperion Research that they could benefit from knowing what has worked well, and not well, 

for their counterparts around the world. This information could enable the centers to carry out the 

industrial outreach portion of their activities even more effectively and efficiently. 

Scope and Goals of the Study 

The project team conducted the worldwide study of public/private-sector partnership programs in 

accordance with the scope and goals set out in the project proposal and approved by NCSA: 

▪ We evaluated the nature and status of the public-private, HPC-centered partnership programs 

via in-depth interviews with representatives of parties involved in real-world partnerships. The 

target list of interviewees was co-developed by NCSA and Hyperion Research, and then 

approved by NCSA. Targeted information included founding rationales and missions, 

constituent organizations, duration since founding, types of initiatives, governance and 

legal/contractual models, modes of engagement (including user support), models for 

accessing HPC resources, results of any self-evaluations, use case examples, cultural factors 

(including government/ university vs. business cultures, as well as national differences), and 

more. 

▪ We collected and analyzed practices that have worked well in individual partnerships and in 

the aggregate, along with practices that have not worked well and issues impeding greater 

success, in order to capture the state-of-the-art and associated best practices in these public-

private partnerships.  

▪ We interviewed a select set of industrial partners and ask them to evaluate how well each of 

the programs worked and how they could be improved.  

Again, Hyperion Research hopes that the study report can also serve as a kind of primer for 

organizations engaged in established or new partnerships of this kind—a resource that can help to 

ensure success in new partnerships and enhance success in established partnerships. 

Relevance for Both Industry and Science 

Industrial computing problems can be as daunting as scientific computing problems, but even large 

industrial firms rarely can justify purchasing the most powerful supercomputers to tackle these 

problems on their own. Hence, industrial/commercial firms of all sizes can benefit from private sector 

partnership programs. 
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Research studies starting about a decade ago have shown that solving industrial problems with the 

help of high performance computing (HPC) is crucially important for accelerating innovation and 

competitiveness, with benefits for national competitiveness (cf., Council on Competitiveness Study of 

Innovation, Competitiveness and HPC. 2008; Council on Competitiveness and USC-ISI In-Depth 

Study of Technical Computing End Users. 2008). For automotive, aerospace and other manufacturers, 

for example, virtual prototyping of products can save considerable development-cycle time and 

millions of dollars compared with traditional physical prototyping. 

Advanced computational scientific research and advanced industrial R&D in the manufacturing sector 

often rely on the same foundational science and methodologies (e.g., computational fluid dynamics, 

finite element modeling, molecular dynamics). Hence, investments in advancing the theoretical or 

applied science can often be leveraged across computational researchers in both science and 

industry. 

Providing private-sector businesses with access to HPC systems and human expertise can also help 

to justify the substantial funding needed to purchase and operate ultrahigh-end supercomputers at 

leading publicly supported HPC centers. 

Broader Impacts and Relevance  

This study's ultimate goal is to provide new information useful for advancing the state-of-the-art for 

conducting these HPC center/industrial partnerships, with presumed benefits for HPC centers, 

industrial partners, and industrial/economic competitiveness. The results of the research should be 

useful to many centers in the U.S. and other countries.  

In recent years, especially since the start of the global economic recession in 2008, political and 

industrial leaders in the United States and around the world have increasingly recognized that HPC 

can accelerate not only scientific progress, but also national economic advancement. HPC has risen to 

a higher level of political discourse, as these examples illustrate: 

▪ Recent U.S. presidents have highlighted HPC in state-of-the-union speeches.  

▪ Former Russian President Medvedev said that without more investment in HPC, no one would 

be interested in buying Russian exports. 

▪ In 2012, expected gains in economic competitiveness helped motivate the European 

Commission to adopt an HPC strategy with the goal of doubling spending levels to €1.2 billion 

per year. 

▪ HPC has long contributed to Japanese industry, and China's HPC investments have been 

skyrocketing.  

Hyperion market tracking shows that global private-sector spending on HPC totaled $22.4 billion in 

2016 and is expected to reach $30.3 billion in 2021. The private-sector markets that rely heavily on 

HPC, especially manufacturing, energy, life sciences, electronics, and financial services, together 

contribute a large multiple of those figures to the U.S. and global economies. A Hyperion Research 

study for a U.S. federal agency, expected to be published before the end of 2017, attempts to quantify 

HPC's aggregate contribution to the U.S. economy. 

▪ Findings to date in a Hyperion Research study in progress for the U.S. Department of Energy 

show that every dollar or equivalent non-U.S. currency invested in HPC yields, on average, 

$551 in additional revenue and $52 in additional profits or cost savings for the industrial firms 

that make or receive the investments. The same study shows that investments in HPC 

typically accelerate and increase the impact of scientific innovations—whether the innovations 

http://www.compete.org/news/all/525-council-on-competitiveness-idc-release-study-on-hpc-and-innovation
http://www.compete.org/news/all/525-council-on-competitiveness-idc-release-study-on-hpc-and-innovation
http://www.compete.org/storage/images/uploads/File/PDF%20Files/CoC_REFLECT_April3.pdf
http://www.compete.org/storage/images/uploads/File/PDF%20Files/CoC_REFLECT_April3.pdf
http://www.hpcuserforum.com/ROI
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are produced in academia, government or industry, or in collaborations involving more than 

one of these parties. 

▪ Benefits to public-sector funders of HPC investments include increased scientific innovation, 

along with greater industrial and economic competitiveness.   
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SURVEY RESULTS: FINDINGS FROM THE HPC CENTERS  

This major section of the report documents and analyzes the findings from the interviews conducted 

with HPC centers in the U.S. and around the world. The subsequent section does the same thing with 

findings from the interviews with industrial partners of HPC centers.  

Wherever it made sense, Hyperion Research posed the same questions to the HPC centers and the 

industrial partners. Comparisons of the two groups' responses to these common questions are of 

special interest and are highlighted in the discussion and in a subsequent section of the report devoted 

to these comparisons. Some useful questions were appropriate only for one party or the other, 

however.  

Demographics  

Revenue Size of Industry Partners 

As Figure 1 shows, the industrial users interviewed for this study ranged in size from small and 

medium-size enterprises (SMEs) with less than $10 million in annual revenue to mega-corporations 

with revenue exceeding $10 billion.  

The surveyed industry partners strongly represented the manufacturing, energy, and bio-sciences 

market segments, all of which are established strongholds for industrial use of HPC (Figure 2).  

FIGURE 1  

Revenue Size of Industry Partners 

 

Source: Hyperion Research 2016 

 

Market Segments of Industry Partners 

The surveyed industry partners strongly represented the manufacturing, energy, and bio-sciences 

market segments, all of which are established strongholds for industrial use of HPC (Figure 2). A 

deeper dive would show that these industrial users of HPC centers included automotive and 
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aerospace companies, consumer products makers, oil and gas companies, pharmaceutical giants, 

transportations firms, and a leader in Internet commerce. 

FIGURE 2 

Market Segments of Industry Partners 

 

Source: Hyperion Research 2016 

 

Locations of the HPC Centers 

The Americas and Europe, Middle East and Africa (EMEA) were heavily represented in surveys of the 

HPC centers (Figure 3). The Asia-Pacific region was less well represented, due to the reluctance of 

some HPC centers in that region to provide detailed information for the study. The surveyed Asia-

Pacific centers provided very rich and helpful information, however. 
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FIGURE 3 

Locations of the HPC Centers 

 

Source: Hyperion Research 2016 

 

Funding Sources for the HPC Centers 

Tables 1 and 2 show the funding sources for the surveyed HPC centers (all of which provide HPC 

access to industrial firms).  

Nearly all (97%) of the surveyed HPC centers named their national governments as one source of 

funding (Table 1). This was hardly surprising, given that national governments provide partial funding 

support to academic and other HPC centers of all sizes. More surprising was that companies—i.e., 

industrial partners—were the second most frequent funding source (54% of the centers). Hyperion 

expected that a substantial number of the centers would award HPC access on an un-reimbursed 

basis for pre-competitive, open industrial research, but not that more than half of the centers provide 

paid access, presumably for proprietary industrial research that does not need to be published in full.  

Other important funding sources for the centers were, in order of frequency, state and local 

governments (26% of the centers), universities (20%), and multi-national governments such as the 

European Union (11%). 

All Funding Sources for the HPC Centers 

Table 1 

All Funding Sources for the HPC Centers 

 Number of Responses Percentage of Responses 

National Government 34 97.1% 
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Table 1 

All Funding Sources for the HPC Centers 

 Number of Responses Percentage of Responses 

Multi-National Government 4 11.4% 

State/Local Government 9 25.7% 

University 7 20.0% 

Company 19 54.3% 

Vendor 1 2.9% 

N = 35 total responses    

Source: Hyperion Research 2016 

Main Funding Source for the HPC Centers 

Table 2 shows the chief funding source for the HPC centers. Three-quarters (74%) of centers named 

their national government as the chief funding source. Again somewhat surprisingly, more than one-

quarter of the centers (29%) reported that revenue from industrial partners was their largest funding 

source. State and local governments were the dominant funding source for about one in 10 (11%) of 

the centers. Only one center said its chief funding source was a multi-national government, in this case 

the European Union. 

Table 2 

Main Funding Sources for the HPC Centers 

 Number of Responses Percentage of Responses 

National Government 26 74.3% 

Multi-National Government 1 2.9% 

State/Local Government 4 11.4% 

University 1 2.9% 

Company 10 28.6% 

Vendor 0 0.0% 

N = 35 total responses    

Source: Hyperion Research 2016 
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Satisfaction with the Partnerships/Programs  

The HPC centers typically were highly satisfied with the industrial partnerships, giving these 

relationships an average rating of 8.54 on a 1-10 scale where 10 represented the highest possible 

level of satisfaction from the centers' perspective (see Table 3),  

One in four of the surveyed centers (25.7%) gave their industrial partnership programs the highest 

possible rating of 10 and 40.0% of the centers assigned either a 9 or 10 rating to their programs. Only 

11.5% of the centers gave grades in the lower half of the satisfaction scale (1 to 5 ratings). Comments 

preceding Table 4 exemplify reasons for satisfaction and dissatisfaction, compared with the centers' 

expectations.  

Table 3 

Satisfaction with The Partnership 

Rating (10 = highest) Number of Responses Percentage of Responses 

10 9 25.7% 

9 5 14.3% 

8 8 22.9% 

7 8 22.9% 

6 5 14.3% 

5 1 2.9% 

4 1 2.9% 

3 2 5.7% 

2 0 0.0% 

1 0 0.0% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Results Compared to Expectations 

As Table 4 indicates, more than 9 in 10 centers (91.4%) reported that their industrial partnerships met 

(22.9%) or exceeded (68.5%) their expectations. Just 8.6% said the partnerships fell short of 

expectations, and one center said it was too soon to tell. Determining exactly what those expectations 

were was beyond the scope of the study, but it seems safe to assume that the centers would not have 

entered into the industrial partnerships unless the centers expected worthwhile outcomes.  
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Comments 

"It greatly exceeded my expectations and is going very well, but we always have to work to meet 

requirements."  [U.S small academic HPC center] 

"Our government customer told us they wanted to increase their weather forecast resolution from a 

2.2km to a 1.1km grid, requiring 16x faster performance and a move from 1 to 20 ensemble forecasts 

and we had to evaluate the best way to do this. This required dialogue between us, our industrial 

partners, and our government funder. This new code benefits the whole weather community, not just in 

our country."  [European midsize national HPC center]  

"We've made progress acknowledging that industrial problems can be intellectually deep and 

satisfying to work on.  We're running a program with [name of large industrial firm withheld] and both 

sides are very excited – they bring us problems we would not have thought about."  [U.S. midsize 

academic HPC center]   

"Big Data is an exciting domain using HPC and real-time computing. We help a small Amazon-type e-

commerce firm, with a lot of stores and call centers. They realized that HPC could make a big 

competitive difference so they came to us and also hired a young person who was able to get the big 

picture. He was able to introduce Big Data and improve e-commerce with the support of our HPC 

system and experts."  [European midsize national HPC center] 

"The results meet our expectations but would not meet the expectations of some EU agencies for 

direct cooperation between HPC centers and industry. The agencies would also want to see a stronger 

impact on the businesses. Most of our partners are large companies." [European large national HPC 

center] 

"The program fell short of my expectations. The value proposition has not been easy to make clear to 

all of the consortium members and on a related note, each member seems to want something slightly 

different, which makes the relationships difficult to manage collectively." [U.S. midsize academic HPC 

center] 

Table 4 

Results Compared to Expectations 

Rating  Number of Responses Percentage of Responses 

Greatly Exceeded 11 31.4% 

Somewhat Exceeded 13 37.1% 

Met 8 22.9% 

Fell Short 2 5.7% 

Fell Very Short 1 2.9% 

Too Soon to Tell 1 2.9% 

N = 35 total respondents    
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Table 4 

Results Compared to Expectations 

Rating  Number of Responses Percentage of Responses 

Source: Hyperion Research 2016 

 

Benefits from the Partnerships: Differing Perspectives  

IDC next asked the HPC centers about the benefits they believe their partnership programs have 

delivered to participating industrial users. The centers were given the list of potential benefits shown in 

Table 5 and were permitted to name all that applied to their partnerships. For purposes of comparison, 

immediately following Table 5 is Table 6, which contains responses for the same question about 

derived benefits, except that this time the question was directed at the industrial partners. 

Juxtaposing these tables reveals some significant differences between the perceptions of the HPC 

centers and industrial partners. From the centers' perspective, the most frequently cited benefits to 

industrial users were as follows: 

▪ Access to advanced technology (named by 74.3% of the centers but by only 45.2% of 

industrial partners) 

▪ Access to HPC expertise (named by 62.9% of the centers but by just 45.2% of the partners) 

▪ Access to faster technology (cited by 60.0% of the centers and only 19.4% of the partners) 

Conversely, from the industrial partners' perspective, the most frequently named benefits of the 

relationships were as follows: 

▪ Faster development (named by 64.5% of the partners and a slightly lower 57.1% of the centers 

▪ [Increased] competitiveness (named by 54.8% of the partners but just 37.1% of the centers) 

▪ Access to greater scale (cited by 54.8% of the partners and 48.6% of the centers) 

Comments  

"The companies gain experience in using supercomputers and how much they can help. Some then 

buy their own supers."  [European large national HPC center] 

"Small and medium-size enterprises (SMEs) benefits are learning HPC [when they have] no resources 

to buy decent-size machines." [European small academic HPC center] 

"We had partners who were partners for a long time and then after interacting with us for a couple of 

years realized we had capabilities they hadn't thought to tap into. You have to get them to realize that 

we're not just a place where there's a big machine, we're also a place where there are a lot of really 

smart people."  [U.S. large academic HPC center] 
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Benefits for Industrial Partners, HPC Centers’ Perspectives 

Table 5 

Benefits: HPC-Industry Partnerships 

Benefit  Number of Responses Percentage of Responses 

Access: Advanced Technology 26 74.3% 

Access: Expertise 22 62.9% 

Access: Faster Tech Than At My Organization 21 60.0% 

Faster Development 20 57.1% 

Discoveries/Insights 20 57.1% 

Access: Greater Scale 17 48.6% 

Faster Design 16 45.7% 

Competitiveness 13 37.1% 

Capabilities 10 28.6% 

Economic Development/Job Growth 6 17.1% 

Efficient HPC Use 6 17.1% 

Compiling for New Architectures 4 11.4% 

N = 35 total responses    

Source: Hyperion Research 2016 

 

Benefits for Industrial Partners, Partners’ Perspectives 

Table 6 

Benefits: HPC-Industry Partnerships 

Benefit  Number of Responses Percentage of Responses 

Faster Development 20 64.5% 

Competitiveness 17 54.8% 

Access: Greater Scale 17 54.8% 

Discoveries/ Insights 15 48.4% 
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Table 6 

Benefits: HPC-Industry Partnerships 

Benefit  Number of Responses Percentage of Responses 

Access: Advanced Technology 14 45.2% 

Access: Expertise 14 45.2% 

Econ Dev / Job Growth 8 25.8% 

Access: Faster Tech Than At My 

Organization 

6 19.4% 

Faster Design 5 16.1% 

Capabilities 4 12.9% 

Compiling for New Architectures 4 12.9% 

Efficient HPC Use 1 3.2% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

The MOST Important Benefit of the Program/Partnership 

Tables 7 and 8 display the single most important benefit of the partnerships for the industrial users, as 

perceived by the HPC centers and the industrial partners, respectively. The primary benefits named 

most frequently by the centers (Table 7), in order of prevalence, were discoveries/insights (42.9% of 

centers), faster development (40.0%), and—a distant third place—[increased] competitiveness (11.4%). 

For the industrial users (Table 8), in contrast, [increased] competitiveness was the most popular 

response (32.3% of partners), followed by discoveries/insights (22.6%) and faster development 

(19.4%).  

It is interesting to note that the HPC centers, whose primary focus is on scientific research, often view 

discoveries and new insights as the highest good, whereas for the industrial partners’ discoveries and 

insights tend to be seen merely as requisites for an even more important objective: greater 

competitiveness. 

Comments 

"The benefit that most of the industrial partners want is access to expertise, so their particular code 

can be tuned to fit their needs. Access to students is a big issue, because partners would like to be 

able to utilize their relationships with these consortia to identify students who can help them increase 

the probability that they'll make critical hires."  [U.S. midsize academic HPC center] 
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"For our biomedical partner, the primary benefit is faster turnaround to support patient diagnosis and 

therapy in the hospital. It's not so much the development of new drugs, but more guiding the physician 

in taking a proper route for therapy—analyzing the patients' data, looking for side effects, those types of 

metrics."  [European small academic HPC center] 

  

"Generally, these are operational types of problems. For the gas company, it's essentially matching the 

supply with demand. And with the railway, it's scheduling. So, these are throughput or process 

optimization problems these organizations are seeking to solve."  [European midsize academic HPC 

center] 

Most Important Benefit for Industrial Partners, HPC Centers’ Perspectives 

Table 7 

The MOST Important Benefit of the Program/Partnership 

Benefit  Number of Responses Percentage of Responses 

Discoveries/ Insights 15 42.9% 

Faster Development 14 40.0% 

Competitiveness 4 11.4% 

Efficient HPC Use 3 8.6% 

Access: Advanced Technology 2 5.7% 

Access: Expertise 2 5.7% 

Access: Faster Tech Than At My Organization 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Most Important Benefit for Industrial Partners, Partners’ Perspectives 

Table 8 

The MOST Important Benefit of the Program/Partnership 

Benefit  Number of Responses  Percentage of Responses 

Competitiveness 10 32.3% 

Discoveries/ Insights 7 22.6% 

Faster Development 6 19.4% 
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Table 8 

The MOST Important Benefit of the Program/Partnership 

Benefit  Number of Responses  Percentage of Responses 

Access: Greater Scale 4 12.9% 

Access: Faster Tech Than At My 

Organization  

3 9.7% 

Access: Expertise 2 6.5% 

Access: Advanced Technology 1 3.2% 

Efficient HPC Use 1 3.2% 

Faster Design 1 3.2% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Communication  

A large majority (88.6%) of the HPC centers believe that the results of the industrial partnership 

projects were communicated very clearly or at least somewhat clearly (see Table 9). More than one in 

10 centers (11.4%) said that was not true in their case, however. The question is important because 

HPC centers and private sector businesses in some respects speak different languages, and—as the 

preceding tables indicate—they may judge the benefits of completed projects based on different 

priorities. As the comments indicate, however, clear communication shouldn't wait for the results of the 

project—it needs to begin before the project starts. 

Comments 

"One key lesson is you cannot communicate too much. It's critically important to show constant value 

even if it's not necessarily resonant with each individual member every time. Personal touch is another 

key element. You just need to set aside the time periodically to make the phone calls and have the 

discussions where it's one on one."  [U.S. midsize academic HPC center] 

"Having very open, candid conversations at the beginning to make sure that expectations are 

grounded on both sides is hugely important. When we were less experienced with this, we tended to 

market too much and then end up in projects that just weren't strategic for us and ended up 

disappointing both sides."  [U.S. large national HPC center] 

"We have an office that helps manage industrial partnerships and understands how to talk with 

industry. Concerning demands from companies, if company run by a scientist spun off from our center, 

it’s easy. If a commercial firm has no clear idea about supercomputing, it takes more time to 

communicate well. In data science it depends on the discipline you're dealing with – medicine has its 

own language, for example."  [European large national HPC center] 
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"We've gotten better over time at communicating in early discussions about what we can and can't do, 

and what we will and won't do in these relationships. That makes it pretty easy to figure out whether 

the partnership is likely to be mutually satisfactory. Overall these have generally been good and added 

value for us. Since industry is actually paying money directly to us to do this, presumably they're 

feeling they get value out of it, too."  [U.S. midsize national HPC center] 

Table 9 

How Well Were the Results Communicated? 

 Number of Responses Percentage of Responses 

Very Clearly 19 54.3% 

Somewhat Clearly 12 34.3% 

Not Very Clearly 4 11.4% 

Not At All Clearly 0 0.0% 

Not Sure 2 5.7% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnership Value  

Nearly all (97.1%) of the HPC centers found the industrial partnerships either very valuable (85.7%) or 

at least somewhat valuable (11.4%) for themselves (Table 10). Only one center reported otherwise.  

Comments 

"Our industrial partnerships are extremely valuable. If you look at the science landscape in the U.S., 

large corporate R&D centers have mostly disappeared so only national labs are doing this and industry 

has discovered this so industry interest in working with national labs has grown a lot. This is important 

for the national lab mission and it's stimulating for our researchers to work on industry problems and 

contribute to the economy. The lab gives industry access to unique resources that are too expensive 

for industry to acquire, along with special training, domain expertise, and help with codes." [U.S. 

midsize national HPC center] 

"Our [U.S. academic HPC center] collaborations with industry are very meaningful contributions, and 

our scientific researchers feel very good about this kind of work. So it can help with staff morale and 

retention." [U.S. small academic HPC center] 

"I've been surprised that most of our computational folks, including algorithm folks, are eager to work 

with industry and take on new directions. They like working on compressors or furnaces, etc."  [U.S. 

midsize academic HPC center] 
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"We work with partners in pharmaceuticals, automotive, manufacturing, consumer products, oil and 

gas, and heavy equipment. It's quite diverse. The commonality is that they have some process 

engineering, or some data analytics problem, or some design problem that they think would benefit 

from modeling and simulation. And the problem is interesting for our mission as a national lab."  [U.S. 

large national HPC center] 

"In some cases, these partnerships are extremely valuable because the companies push us to 

consider ways of doing our own science we would not have thought of. Of all the members, there are a 

subset of about 20% that are active partners in driving our strategy, and those relationships I find 

highly valuable."  [U.S. large academic HPC center] 

"Through the paid industrial partnerships, we earn extra money that we can re-invest in the HPC 

center. Secondly, the industry program dramatically increases our reputation, which is very beneficial. 

Third, we improve the quality of our services by adopting industrial processes and then we win more 

research projects from the government as well." [U.S. midsized academic HPC center] 

"We developed, in collaboration with a global company, a capability for modeling and simulation that 

could be directly applied to understanding the performance of tires, but that capability is also very 

useful for us as a national science center in some of the application spaces that we have to do for our 

own missions. So it's win-win. The company was losing money, their competitors were quicker than 

they were, and they were at serious risk of going out of business. And they bet the farm on 

computation, because it was the only way they could get the product turnaround cycle fast enough to 

keep up. They designed the tire this way and went to market with it and ended up winning numerous 

awards and dominating the market. It made many hundreds of millions of dollars for the company."  

[U.S. large, publicly supported academic HPC center] 

"A large company I won't name told us they view the capability we helped create as highly 

differentiating in their business world. They view it as a first of a kind, something that's very significant 

for their potential, for managing their business. They and others communicate that to us, but they keep 

their relationship with us quiet because they don't want their competitors to know how they're gaining 

this advantage."  [U.S. large national HPC center] 

"Generally, if we're working with someone from the petroleum industry, they know more about the 

petroleum industry than we do, but we know some mathematics or some computational science pieces 

they don't know, and we can provide those."  [U.S. large national HPC center] 

"Because this research gives companies a competitive advantage, they never want to feel like they're 

held hostage to an external third party who has to run their code for them. So everything that we're 

doing is knowledge transfer to the partners so that they can run on their own, wherever it is that they 

run."  [U.S. midsize academic HPC center] 

"Some of our codes are very good but with no business models to sustain them over time so if we 

broaden use to industry that could help keep the software alive and updated. DOE is not well known 

for sustaining software. They fund new prototypes but there's no longer-term funding."  [U.S. midsize 

national HPC center] 

"As a company, we knew what we wanted to do but had none of the skillsets internally. The one-year 

R&D contract for product development was also a way to increase our company's reputation for 

collaborating and publishing academic papers, which will help us hire people in this area."  [U.S. large 

multi-national company] 
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"We're a large global company that started off with a single project, and our collaboration has grown 

with the [UK] center. We get access to really fast machines, to the people who work on these 

machines, and to people who help us develop new code that we can use for our own applications. We 

win because we get great outcomes we can put into practice to make better products faster. We can 

implement these advances right away into our business processes."  [European large multi-national 

company partnering with European midsize academic HPC center] 

 

Table 10 

Value of the Partnerships 

 Number of Responses Percentage of Responses 

Very 30 85.7% 

Somewhat 4 11.4% 

Not Very 1 2.9% 

Not At All 0 0.0% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Future Partnerships Plans 

Table 11 shows that a great majority of the HPC centers (85.7%) found their industrial partnerships to 

be very valuable. An even higher proportion (91.4%) said they would like to expand their partnerships 

initiatives (see Table 12).  

Wanting to increase the scope of the partnership programs is not the same as planning to do so, of 

course. Table 10 shows that three-quarters of the surveyed HPC centers (74.3%) have real plans in 

place to expand to expand their industrial partnership programs, while the remaining centers (25.7%) 

intend to keep these programs at their present levels. Tellingly, none of the centers plans to reduce the 

scope of their industrial partnership programs. 

In some cases, the desire to expand collaborations with industry is constrained by the spatial, power, 

and budget limitations of the HPC center. This was especially true for small and midsized academic 

and other centers. 

Comments 

"We will substantially increase our involvement [with industrial users], because simulation and 

analytics are becoming more important for industry as well as science. A good example is in the field 

of medical services around analyzing patient data. This will happen much more as a professional 

requirement."  [European large national HPC center] 
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"We'd want to increase the level of scientific collaboration and exchange, definitely, for example in 

materials science and in deep learning where we are now fully engaging with industry. We are 

planning to have bigger industrial representation for cognitive computing."  [European large national 

HPC center] 

"The only barriers are…our available space and power. We can't go beyond that because there's not 

enough power or floor space and that would be the only limiting factor to taking on many more partners 

[than the center works with today]."  [U.S. small academic HPC center] 

 

"A modest increase in the program is most likely over the next few years until we have the ability to 

expand physically and accommodate significantly more." [U.S. small academic HPC center] 

Table 11 

Would You Like to Increase Your Involvement in the Partnership? 

 Number of Responses Percentage of Responses 

Yes 32 91.4% 

No  2 5.7% 

Not Sure 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Table 12 

Plans for the Partnership Over the Next 1 to 2 Years 

 Number of Responses Percentage of Responses 

Substantially Increase 12 34.3% 

Modestly Increase 14 40.0% 

Keep Present Level 9 25.7% 

Modestly Decrease 0 0.0% 

Substantially Decrease 0 0.0% 

N = 35 total respondents    

Source: Hyperion Research 2016 
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Partnerships Profiles: Time Frames 

Table 13 summarizes important demographic information about the surveyed HPC centers. NCSA and 

Hyperion Research chose the centers to be interviewed in some cases without knowing whether they 

had industrial partnership programs, and in many cases without understanding the provenance or 

extent of existing partnerships. It is noteworthy that the average surveyed center has been partnering 

with industrial users for 15 years (i.e., the duration of the program), has 24 active relationships with 

industrial users and a cumulative total of 93 such relationships over time. The average length of an 

industrial partnership was 3.4 years and the average longest-standing partnership was nearly 10 

years. (In some cases, the oldest partnership has been in place for more than 20 years.) 

Comments 

"A project in general, for the [DOE] INCITE program, is a year-long allocation. Proposals can be written 

for up to three years, but the partner still needs to write a renewal for every subsequent year after the 

first year to get the second and third year. So people tend to write one year proposals and go from 

there, because the renewal proposals aren't much smaller than the three-year proposals."  [U.S. 

midsize national HPC center] 

"If the partnership works well, these are five to ten year relationships. Our biggest one right now has 

been going on at least that long. It started in the late '90s and continues." [U.S. large national HPC 

center] 

"These can be very long-standing relationships. Some are much shorter, for two reasons. One is that 

maybe things just don't work out. They don't feel like they're getting the value out of it, or we don't, and 

so we just kind of part ways. The other is that, particularly in the industries that are cyclical or undergo 

some kind of financial crunch, spending research dollars outside the company in a time of financial 

challenge is a tough call for a corporate leader." [U.S. large academic HPC center] 

"The average duration for small companies is six months to a year. Then they wait for their next 

funding cycle to come in and then they start another six months to a year." [U.S. midsize academic 

HPC center] 

"We try to do relatively short projects; six to twelve months is ideal. That allows us to do the work in an 

industrially relevant time scale, to deliver value to a client within one year, ask for payment, and then 

go back and ask if they'd like to do more. The longest ones we do are typically two to three years. And 

in those projects, I'm really keen to have milestones within year one, two, and three, so we can 

demonstrate that we're delivering components of value."  [European midsize academic HPC center] 

"The discretionary allocations [cycles the center director is allowed to allocate at his/her discretion, 

rather than within the rules of an agency program] are three-month, six-month, and year-long 

allocations, and those are based on what kind of problem they're going to try to tackle in the time frame 

that they need to make it happen in."  [U.S. midsize national HPC center] 

"What often happens is the initial agreement scope is around a specific deliverable or specific project, 

and if that goes well, then we're going to add new projects and new deliverables. Sometimes, as the 

relationship deepens, we end up collaborating in ways we would not have foreseen in the very 

beginning."  [U.S. large national HPC center] 
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"Maybe we're doing a computational science project first, and then they discover we have capabilities 

in data analytics that are of interest, so it's very organic. When you set one of these agreements in 

place, there is a timeline. It sunsets on a contracted date, but those are frequently extended."  [U.S. 

midsize academic HPC center] 

"We're three years into the program with several partners, so we're going to find out soon who's 

sticking with us. They were organizations that we recruited thinking there was some affinity because 

we knew people, so we have not organized ourselves to grow these consortia in a deliberate and 

thoughtful fashion. Instead, we've done so opportunistically. That's largely because we are 

inexperienced in doing these types of engagements."  [U.S. small academic HPC center] 

"I would like to be doing more work with industrial partners. The problem there is they're not 

necessarily ready for the size of the machine that we have. We don't have, as some HPC centers do, a 

spectrum of a low-end machine, a medium-scale machine and a high-end machine. We have just a 

high-end machine."  [U.S. large national HPC center] 

Table 13 

Profiles of the HPC Centers: Partnership Time Frames 

Attribute  Years 

Average Length of the Partnerships (in years) 15.0 

Average Number of Participating Businesses (Over Time) 93.9 

Average Number of Participating Businesses Today 24.1 

Average Duration: Of a Partnership (in years) 3.4 

Longest Duration: Of a Partnership (in years)  9.8 

N = 35 total respondents   

Source: Hyperion Research 2016 

 

Partnerships Profiles: Working with Small and Medium-Size Enterprises 
(SMEs) 

As Table 14 shows, nearly all the surveyed HPC centers (94.3%) include small and medium-size 

enterprise (SMEs) among their industrial partners. As the sampling of quotes below illustrates, the 

push to spread the benefits of HPC to small and medium-size enterprises is especially strong in 

Europe, bolstered by the PRACE-supported SHAPE project and the EU-supported Fortissimo 

initiative.  

http://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0ahUKEwig7dDN1YTVAhVM4IMKHdCkB0sQFggiMAA&url=http%3A%2F%2Fwww.prace-ri.eu%2Fhpc-access%2Fshape-programme%2F&usg=AFQjCNHbgrWXo7KvCxLJRzBE1KvCds7Wkw
https://insidehpc.com/2016/02/fortissimo-2-has-announced-its-first-competitive-call-for-hpc-cloud-based-application-experiments/
https://insidehpc.com/2016/02/fortissimo-2-has-announced-its-first-competitive-call-for-hpc-cloud-based-application-experiments/


 
 

©2017 Hyperion Research #HR40001.07.12.2017 40 

Comments 

"People in my country [in Southeast Asia] don't like the idea of the government funding HPC for large 

companies. Our program is focused solely on HPC for small and medium-size businesses (SMBs). 

SMBs don't have dedicated HPC staff or even dedicated IT staff in some cases. We did a 2006 study 

and at that time people were skeptical about SMBs wanting HPC. Then people saw examples of 

success and the word spread and now the competition for vouchers [grants for HPC access] is high 

and only 1 of 3 SMB applicants gets a voucher. Every year we support 50 SMBs. Our center provides 

cycles, software porting and tuning, plus technical and administrative support. Only modest computer 

resources are needed for these projects." [Asian midsize government HPC center. Note: vouchers 

awarded to qualifying SMBs are certificates guaranteeing access to the center's HPC resources for 

specified numbers of core hours.] 

"There's room for improvement but it has been working well. The main problem is that projects are 

limited to 1 year and the ministry [EMEA nation] wants as many participants as possible rather than 

greater success for a smaller number of small and medium-size businesses (SMBs). It would be better 

to focus on a few verticals and build deeper expertise."  [Middle Eastern midsize academic HPC 

center] 

"Fortissimo [EU initiative to provide small and medium-size businesses (SMBs) with HPC access] has 

had almost 200 industrial partners by now. 10 core partners provide HPC services, plus there are 

many sub-projects—53 experiments to date. We run open calls for proposals and fund projects at 

200,000 to 250,000 euros per ‘experiment.’ We've done from modeling and simulation only, to M&S 

plus HPDA. I can also happily sell cycles."  [European large academic HPC center] 

"It was a challenge to recruit small and medium-size enterprises (SMEs) [small and medium-size 

enterprises, a.k.a. SMBs and you have to recruit in local areas. We held meetings all around the 

country and we hired experts. The main problem was finding enough experts who understood HPC 

and also the situation of SMEs. After 60 SMEs, we fulfilled the initial expectations."  [European midsize 

academic HPC center] 

"We will use small and medium-size enterprises (SMEs) we've worked with to help convince SMEs 

who haven't tried HPC before. We are also involved in the SHAPE and Fortissimo initiatives at the 

PRACE/EU level."  [European small academic HPC center] 

"small and medium-size enterprises (SMEs) require a lot of manpower to help and the government 

doesn't pay for the manpower. SMEs usually can pay 100,000 euros for a project to increase their 

revenue, but they can't justify projects that won't pay off for another 2-3 years."  [European large 

national HPC center] 

"Our partners are mainly large companies. I think it's probably the 80/20 rule. It's not because I don't 

want to work with small and medium-size enterprises (SMEs); it's just harder. Fundamentally, because 

I get capital [i.e., HPC equipment] and not revenue from the government, I need industrial partners to 

pay. And the big companies are able to pay."  [European large academic HPC center] 
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Table 14 

Profiles of the HPC Centers: Working with Small and Medium-Size Enterprises 

(SMEs) 

Centers that Include Small and Medium-Size Enterprises 

(SMEs) as Partners 

94.3% 

Centers that Don't have Small and Medium-Size 

Enterprises (SMEs) as Partners 

5.7% 

N = 35 total respondents   

Source: Hyperion Research 2016 

 

How Small and Medium-Size Enterprises (SMEs) Use the Partnerships 

The HPC centers were allowed to provide multiple responses to this question. A majority (62.9%) of 

the surveyed HPC centers reported that their small and medium-size enterprises (SMEs) partners use 

the center's HPC resources to pursue designs for themselves, that is, designs that could later be 

exploited on behalf of any of the SMEs' customers (see Table 15). A substantial minority (42.9%) of 

the centers said their SME partners use the center's resources to pursue designs under contract for a 

single customer, such as a new turbine for a specific automaker. Hence, SMEs may use an HPC 

center both to capture near-term revenue from a specific customer and to innovate for a larger market 

place. 

Table 15 

Profiles of the HPC Centers: How Small and Medium-Size Enterprises (SMEs) use 

the Partnership 

 Number of Responses Percentage of Responses 

Small and Medium-Size Enterprises (SMEs) that Use the 

Partnership to Do Designs for Themselves  

22 62.9% 

Small and Medium-Size Enterprises (SMEs) that Use the 

Partnership to Design For Customers 

15 42.9% 

N = 37 total respondents   

Source: Hyperion Research 2016 

 



 
 

©2017 Hyperion Research #HR40001.07.12.2017 42 

Partnership Profiles: Governance Frameworks  

One important goal of the study was to capture information about the governance frameworks under 

which the surveyed HPC centers operate, especially to answer questions about the mandated 

separation of public and private monies—rules prohibiting the centers from stepping into the market 

place—as well as variances in governance frameworks from nation to nation, and even within the same 

nation. Comments from representatives of the centers provided substantial insights into their 

governance situations. 

A corollary goal was to disseminate through the study report information about governance 

frameworks that are working well and those that aren't. Table 16 shows that about two-thirds of the 

surveyed centers consider their governance frameworks satisfactory for working with industry, but an 

important one-third of the centers do not.  

Comments 

"It's very important for us to stick with open science and insist that industry publish. This avoids 

problems with the government and lawyers of industrial partners' competitors. The key is not to offend 

tax laws and EU competition laws by doing something that could be construed as giving a company a 

competitive advantage in the EU market place."  [European large national HPC center] 

"We have open calls for proposals twice a year, open to academia and industry. Industry can apply but 

it must be open research that gets published."  [European midsize national HPC center] 

"The partner pays by the resource [computing cycles] outright and we just guarantee access to it when 

they need it. When they're not using it, then we use it. The current program is a four-year agreement."  

[U.S. small academic HPC center] 

"Because most of our big systems are funded by the National Science Foundation, we have an 

agreement with them that we can allocate up to 10% for director's discretion and roughly half of that 

can be industry partner usage."  [U.S. large academic HPC center] 

"The 10% rule [director’s discretionary allocation] also applies to people time, which typically, of 

course, is the fairly expensive part. So, essentially, activities that somehow are related to commercial 

entities need to stay within this 10% of the total turnover of the center."  [European midsize national 

HPC center] 

"Approximately 90% of the costs for partners are based on the time devoted to them by the 

researchers working here, and 10% is based on computing time to run the simulations. The cost for the 

simulation time is a little bit lower than the commercial market price."  [European small academic HPC 

center] 

"10% of our capacity is directly with industry, without our scientific PIs involved. We distinguish 

between science and 'open.' Open does not need to be science; it just needs to avoid benefiting only 

one company."  [European midsize national HPC center] 

"We've been side-stepping it. Whenever we are asked by industrial users, we do one-off agreements. 

We've told the members [of our industrial consortium] that we plan to create a template that can be 

used quickly, but so far we haven't done that. That's one of the issues we have to come to grips with."  

[U.S. midsize academic HPC center] 
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"The industrial partner program is in addition to our direct government funding, so the people who are 

part of that partnership provide some of the funding for access to the center and the resources and the 

people. They are paying their way."  [U.S. midsize academic HPC center] 

"The mechanism of CRADAs [Cooperative Research and Development Agreements] has been around 

for at least 25 years. With the end of the Cold War, Congress and the DOE were trying to figure out 

what the purpose of the national laboratories was. We were products of the Manhattan Project. There 

was this hope that there would be a significant peace dividend from the end of the Cold War. Congress 

was looking for other models to support the laboratories and to leverage the capabilities that they had 

for the national good. There was a period of time where there was a strong encouragement to build 

industrial partnerships. The legal construct associated with this [CRADA] emerged in that era."  [U.S. 

large national HPC center] 

"We are a European center and have three business models for working with industry. First is a joint 

R&D collaboration. This is typically applied to large companies where they can do proprietary work and 

pay market prices for using the systems. They get capacity based on how much they invest. Second is 

open innovation, where we and industry pool money for collaboration by multiple firms on pre-

competitive problems they all face. The third is computing on demand for proprietary work. That's only 

2-3% of our capacity." [European large academic HPC center] 

"EU and regional funds are restricted. We can't mix public and private money and our computers can't 

be used for proprietary work."  [European midsize national HPC center] 

"We're giving rights to use the outputs and the insights from the projects. We tend to charge a full 

economic costing model, which means I take all the human efforts, all the project management efforts, 

all the computing cycles that we think fit within a project plan, give it a fixed price number, and then 

add contingency to that, and present that to the clients."  [European midsize national HPC center] 

"It would be helpful for tax-funded providers to be enabled to enter into public-private partnerships or 

projects with commercial partners. That basically means redefining the legal aspects to be more open 

for commercial users on these resources. I'd like to have more commercial users and be allowed to 

use that income for reinvestment here at our site, which at the moment is a little tricky for political 

reasons."  [European small academic HPC center (institute)] 

"Industry partners, private companies who use our resources pay for that but the rate is much lower 

than market costs. The cost for commercial users is less than the expense of using a provider such as 

Amazon Web Services."  [European small academic HPC center] 

"Where we are working without charging a client, the intellectual property ends up belonging to us 

rather than the partners. And then we have the option of licensing it out to them in a state aid-

compliant way. Basically, state aid says that up to 20% of our activity can be commercial. As long as 

the numbers are very big, it all works."  [European midsize national HPC center] 

"Much of our money comes from the Department of Business, Industry, and Skills, which is UK 

government. They fund capital, and we work with the Research Council, the clients, and grant-funding 

opportunities that generate the recurrent income to pay for the people, electricity, and everything else. 

So funding is a mix of national government and the participating companies. Industry partners buy 

contract research from us as a full economic costing model."  [European large national HPC center] 

"The U.S. Government doesn't interact well with industry, especially on the health and human services 

side. The government's good at grants and SBIRs but poor at partnering. If the government listened 
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more to industry and what industry really wants, that would help. The laws also need to be changed for 

the U.S. to become more European, where the government can work side by side with commercial 

companies and IP issues can be worked out. The government needs to allow contractors and national 

labs to work for industry. Most government researchers have no idea of how the private sector works – 

they've been government workers forever. The government changes slowly and business technology 

changes fast."  [U.S. midsize national HPC center] 

"The U.S. government puts up many roadblocks to sharing data and results. Businesses know how to 

put something in a cloud or network so everyone can share it. This takes years of red tape in 

government. For the government, fast is 5 years. For business, it's 6 months. Not enough people in 

government have private sector experience and understand this. These roadblocks are not needed in 

most cases."  [U.S. midsize national HPC center] 

"We have asked the government for some sort of experimental clause that would let us informally 

cooperate with small and medium-size enterprises (SMEs) who have little ability to help us advance 

science or engineering. We can propose this only as an experiment under our laws; otherwise it might 

be seen as giving unfair competitive or trade advantage."  [U.S. small national HPC center] 

"Our goal is to introduce companies to parallel computing, not HPC specifically. 30-40 companies have 

participated. The government pays for our staff and ISVs provide the software as in-kind contributions. 

Although we're a university institute we look like a little company. Projects do not have to be open 

research and none have been."  [European small academic HPC center] 

"We are quite free to do what we want, and selling to external partners gets us more money to expand 

and upgrade the supercomputer. Now the government understands you might want services from the 

cloud and we are doing this. We're acting like a service bureau."  [European midsize national HPC 

center] 

"We provide access to industry because of their pursuit of new science. Our large automaker partner 

has a research corporation that works with us and a nearby university."  [European midsize national 

HPC center] 

"We have a long way to go to lower barriers to HPC. In Europe, people are very afraid of mixing public 

and private funding. We talk about PPPs [public-private partnerships] but there are so many EU rules 

to protect against unfair competition. Governments outside of Europe get more involved in stimulating 

the private sector."  [European small national HPC center] 

"We have always worked with industry but in a structured way only since 2004. Back then it was an 

added value, having more revenue coming from industry. Since 2012, it's more a necessity than a 

luxury because governments in Europe have been cutting funding for science and putting more stress 

on paying for service and on the private sector benefiting from government HPC investments."  

[European midsize academic HPC center] 

"Our national industries are very old-fashioned. There's no pressure from government to work more 

with industry. In the U.S., there are challenges with national security, energy, and so forth, so there's a 

lot of stress on the end applications and benefits for science and society. Here, it's easy just to say we 

exist to support basic science." [European small academic HPC center] 

"We have not had a formal program for supporting industry but our government and board now want 

some industrial firms to use our center and all of our country's national HPC centers."  [European small 

national HPC center] 
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"We are tax exempt so we can't make more than 10% of our supercomputer capacity available to 

industry. This time is awarded based on a review of scientific or engineering merit. We also sell time to 

large companies based in our country. Here again we are tax exempt and have a limit on what we 

provide to industry, but in these cases the research does not need to be open and published. But we 

had to negotiate with the tax office of our state to do this."  [European large academic HPC center that 

receives substantial public funding] 

"We have an agreement with our funding agency that they won't dispute our proprietary industrial 

usage as long as we don't exceed 10% of capacity for a sustained period and as long as the revenue 

from industry is re-invested. Our local bureau of revenue services [taxation] is the one we talk with 

about this."  [European large national HPC center] 

"We are doing 600 projects a year, 15% involving support from industry working with academia. The 

government hires PhDs to work with industry and we tap into this for our HPC programs. We have 

another method: if a company wants to do a proof of concept, the company submits a proposal to us 

and we work with companies and others to evaluate the proposal. In these cases, there is no need to 

publish results. Proprietary work like this is limited to 10% of the machine because we are funded with 

public money." [European midsize national HPC center] 

"Part of what we do, selling cycles to industry, is not tax exempt and part of it is. There are very 

complex government regulations. In any case, we can't make a business out of our work with industry."   

[European small academic HPC center] 

"Our center is struggling with how to get from piloting to production services and day to day business. 

This requires continuous funding and involvement by government. Once you develop an app, it's not 

finished. You have to harden it for production. Some companies are able to continue after the pilot 

project and some stop then without really adopting HPC."   [U.S. small academic HPC center] 

Table 16 

Profiles of the HPC Centers: Governance Frameworks 

 Number of Responses Percentage of Responses 

Satisfactory Governance Framework 24 68.6% 

Unsatisfactory Governance Framework 11 31.4% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnership Profiles: Who Pays? 

NCSA and Hyperion Research were well aware of major initiatives such as DOE's INCITE and SciDac 

programs, Europe's PRACE program, and others that award time on publicly funded supercomputers 

at no cost to industrial users based on peer reviews of applications that meet the programs' criteria. In 

most cases the criteria restrict these awards to pre-competitive, open science projects whose results 
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will be published in whole or in large part. We also knew that some centers make time available on a 

paid basis for industrial firms that plan to keep the results of their research proprietary.  

With this varied situation in mind, we wanted to learn how many of the surveyed HPC centers allow 

industrial users to conduct proprietary research on the centers' HPC systems on a paid basis. Table 17 

shows that a substantial majority of the centers (68.6%) do permit this, while a minority (31.4%) do not. 

Interviews with the centers revealed variance in their histories of permitting paid access by industrial 

users.  

▪ Especially in the Americas and Europe, nearly all the publicly funded centers that allow paid 

access by industry do so under the "director's discretionary allocation" that gives the HPC 

center director broad authority for granting access to a minor portion—typically 10 percent—of 

the capacity at least of the center's publicly funded HPC system(s). This allocation is often 

viewed as a deserved reward the center enjoys for hosting a publicly supported 

supercomputer system and center. Center directors sometimes see the allocation as 

especially deserved in cases where the center, rather than the government, is responsible for 

the hosted supercomputer's sometimes considerable operating costs.  

▪ Hence, in most cases centers that permit paid access do so based on national or regional 

(e.g., EU) policies. In a few instances, however, large industrial firms gained paid access to 

nearby HPC centers early in their histories, well before they became national centers, and 

have continued those mutually beneficial arrangements ever since.  

▪ Publicly funded HPC centers include government labs/centers whose funding comes 

predominantly, and in some cases entirely, from public monies, as well as academic HPC 

centers of various sizes that receive partial funding support from one or more government 

sources.  

▪ In cases where the industrial partner pays for use of an HPC center's resources, the resources 

typically extend beyond mere core hours on the HPC systems to include access to the center's 

HPC experts and in some cases to the center's scientific/engineering domain experts as well.  

▪ In general and not surprisingly, the large government and academic centers surveyed for this 

study engaged in higher volumes of industrial partnering activity, but some small and midsize 

academic and national HPC centers were deeply involved in relationships where one or more 

industrial firms paid for access to a portion of the center's HPC resources. Frequent rationales 

for the small and midsize centers were to support local firms as part of government economic 

development initiatives, or simply to augment revenue for re-investment in the HPC center. 

Comments 

"Half of the center's funding comes directly from the national government. That's fundamentally for 

salaries and operations and so on. And the other half is mostly from European projects, plus private 

industry partners. Much of the money comes from the European projects that we participate in."  

[European midsize national HPC center] 

"The work plan is based on milestones; depending on the size of the job, there will be one to five 

milestones which are time-bound. We would define that say, after two months, milestone number one 

should be achieved. Then milestone number two after six months, number three after eight months. So 

that we know, more or less, when we expect a chunk of work to be done. The timing is pre-agreed 

based on business needs and also the availability of resources. We organize the contractual 

agreement so we release payments on achievement of the milestones, keeping procurement and 

payment strictly aligned with the progress of the project."  [European large multinational company that 

pays for HPC resources at a European midsize academic HPC center] 
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"We have hourly rates. If I am going to do a project with industry, I typically charge 5-10% of my time 

on the project, and we typically try to charge maybe 50-100% of the postdoc time because the postdoc 

time is much less expensive than staff time. We make our hourly rates available to industry partners so 

we can develop a statement of work that's reasonable to perform with the available funds [from the 

industry partner]."  [U.S. midsize academic HPC center] 

Table 17 

Profiles of the HPC Centers: Do the Partners Pay? 

 Number of Responses Percentage of Responses 

Partners Pay? YES 24 68.6% 

Partners Pay? NO 11 31.4% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnership Profiles: Renewability of Agreements 

Four out of every five (80.0%) of the surveyed centers participate in industry partnership programs that 

allow private sector firms to apply to renew agreements for un-reimbursed access after the initial 

contract/award period ends (see Table 18). Renewal applications typically are reviewed by committees 

composed of researchers, who make judgments based on the applicant's rationale and other agreed-

on criteria. (As noted earlier, these peer review committees sometimes do not include true peers, i.e., 

industry experts capable of evaluating domain-specific industrial research proposals.) Because 

demand for access to publicly supported supercomputers often exceeds the systems' capacities by a 

factor or two to three, more original applications are typically turned down than accepted. The 

acceptance rate for renewal applications typically is higher, given that the applicants previously 

surmounted the odds and qualified for allocations via peer review.  

Table 18 

Profiles of the HPC Centers: Are the Agreements Renewable? 

 Number of Responses Percentage of Responses 

Agreements Renewable: YES 28 80.0% 

Agreements Renewable: NO 6 17.1% 

Not Sure/Don't Know 1 2.9% 

N = 35 total respondents    
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Table 18 

Profiles of the HPC Centers: Are the Agreements Renewable? 

 Number of Responses Percentage of Responses 

Source: Hyperion Research 2016 

 

Partnership Profiles: On Demand Access  

As Table 19 indicates, most of the surveyed HPC centers (68.6%) do not accommodate requests for 

access to their HPC systems on demand, but more than a quarter of the centers (28.6%) are willing to 

build this provision into contracts with industrial partners or permit it to happen on an ad hoc basis. For 

centers whose HPC capacity is fully subscribed in effect, requests for on demand access can be 

difficult and inappropriate to accommodate outside of the director's discretionary allocation. But some 

centers, particularly those with strong histories of partnering with industrial users, recognize that 

proprietary, post-competitive industrial projects are subject to surges in demand caused by 

unexpected research developments or accelerated deadlines. On demand access, if it happens, 

typically happens where proprietary industrial projects are hosted within the director's discretionary 

allocation.  

Comments 

"Working with industry, you need to be ready to increase cycles and run codes at the drop of a hat, 

when industry wants it to happen – this is very different from academia. We've [U.S. midsize academic 

HPC center] had to tweak scheduling processes to accommodate industrial users. We also stress that 

we're a research production shop. We're not a five nines operation but also not a fly by night operation. 

We aim for 98-99% uptime and get 99.3% uptime with high utilization of the system. Most industry 

partners are happy with this."  [Asian large academic HPC center] 

"We don't do emergency surge usage, unless it's for the National Weather Service or a similar 

scenario. But for the industry partners, they submit jobs and get in the queue just like everybody else. 

Yes, we can allocate them more hours, but that's based on the availability of the hours and whoever 

else is using them at the time. So, we don't bump other people just to let the industry guys use the 

machine."  [U.S. large national HPC center] 

"Our industrial customers don't get really priority service per se. They pretty much abide by the same 

rules and regulations that our research customers do. So, in terms of security and so on, they sign up 

for the same items as our customers on the research side. In this sense, we don't really distinguish 

between industrial customers and public research. In terms of intellectual property, we pretty much 

have the same rules there as well."  [European midsize national HPC center] 

Table 19 

Profiles of the HPC Centers: Is the Access on Demand? 

 Number of Responses Percentage of Responses 
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Table 19 

Profiles of the HPC Centers: Is the Access on Demand? 

 Number of Responses Percentage of Responses 

Access On Demand: YES 10 28.6% 

Access On Demand: NO 24 68.6% 

Not Sure/Don't Know 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnership Profiles: Administrative Support  

A large majority of the HPC centers (80.0%) provide administrative support to industrial users they 

partner with (Table 20). Administrative support typically includes help with completing paperwork for 

user accounts, obtaining office space, parking permits, and the like. In short, it's support provided by 

the HPC center's administrative staff in conjunction with industrial partners' use of the center's HPC 

resources. 

Comments 

"For two years, we have had a partnership initiative. We bring together scientists here at the center 

around specific applications and they provide first level and second level support. They help 

companies prepare and optimize codes for the machine. We support various application groups and 

domains. We coordinate with the other national centers in our country. We try together to cover all the 

domains through a division of labor."  [European large national HPC center] 

Table 20 

Profiles of the HPC Centers: Is Administrative Support Provided? 

 Number of Responses Percentage of Responses 

Administration Support Provided: YES 28 80.0% 

Administration Support Provided: NO 7 20.0% 

N = 35 total respondents    

Source: Hyperion Research 2016 
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Partnership Profiles: Technical Support  

Nearly all of the centers (97.1%) offer technical support to their industrial users (Table 21). This 

confirms that technical support is a necessity for centers providing HPC access to industrial users. The 

scope of technical support provided by the surveyed HPC centers varies considerably, however, from 

merely showing industrial users how to log on and navigate the system as needed, to working actively 

with users to optimize and scale their codes to achieve the desired performance level on the center's 

HPC resources.   

Comments 

"Companies pay contractually for testing and support. The contract specifies how many days of time 

on a specific machine they receive plus a certain number of days of training. They pay for the service, 

which means they will pay for computing hours and expertise."  [European small academic HPC 

center] 

"We do training courses, and we train interns as well and then the partners get to hire them. We 

provide all kinds of services. I think the thing that they like best is the new technology, testing new 

technologies and just learning about them from our engineers." [U.S. large academic HPC center] 

"The curricula and help with workforce development are kind of one and the same. The HPC center we 

use has developed courses to train the researchers on the skills needed to use the center's hardware 

resources effectively, and then to perform their research. They actually have to train their customers."  

[U.S. large academic HPC center] 

"Centers also need to support local needs. We know that many of our members are energy 

companies. They know what a supercomputer is; they don't need my help in teaching them about 

supercomputing. But they don't have access to the new technology the way we do and they want to 

know what we're doing, what works and what doesn't. So that became the driving force of this 

organization: helping people learn what the technology is and what it can do with it."  [U.S. large 

academic HPC center] 

Table 21 

Profiles of the HPC Centers: Is Technical Support Provided? 

 Number of Responses Percentage of Responses 

Tech Support Provided: YES 34 97.1% 

Tech Support Provided: NO 0 0.0% 

Not Sure/Don't Know 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 
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Partnership Profiles: Domain Expertise 

Arguably, the most valuable service HPC centers can provide to industrial users is staff with expertise 

in the users' own industrial domains. The industrial domains in which one or more of the surveyed 

centers claimed to have expertise covered nearly the whole spectrum of today's HPC-supported 

industrial domains. Frequently mentioned by the centers were the aerospace, automotive, chemical, 

financial services and life sciences domains. 

Table 22 shows that a large majority (82.9%) of the centers said they provide domain expertise to 

industrial users. That is easier done, of course, if the center attracts industrial users from only one 

domain, as happens in some cases. A little further on in this report, Table 23 confirms that most of the 

surveyed centers are open to supporting industrial users from all domains. It is highly unlikely, 

however, that all these centers possess adequate expertise in every domain they purport to cover. 

The HPC centers reporting industrial domain expertise tended to be located near cities or other 

geographical hubs of activity for the domains in question, such as Detroit, Stuttgart and Tokyo for the 

automotive industry, or Houston and the Middle East for the oil and gas industry, or the New York-New 

Jersey area for the pharmaceutical industry. A few of today's national HPC centers acquired their 

major industrial partners decades ago, when the centers were still part of small or midsize universities.  

Domain expertise gives the center staff better understanding of the problem the industrial user is 

addressing. That in turn increases the odds of success for the industrial project. The ideal center 

staffer, from the industrial users' standpoint, can help bridge the gap between the domain science and 

the computer science needed to advance the project. Research studies by Hyperion Research and 

others show that people with dual capabilities of this kind are relatively rare and difficult to hire, 

however.  

There are several ways in which HPC centers may provide domain expertise to industrial partners: 

▪ By forming joint industry-center teams for open or proprietary research. Here team members 

from the center may be domain scientists or engineers, or HPC hardware/software experts 

with a reasonable understanding of the industrial domain in question. 

▪ By employing a combination of HPC and domain understanding to help industrial users scale 

up their codes. 

▪ By offering training courses that require the instructors employed by the center to understand 

the industrial domains of the attendees from industrial partners. 

Comments 

"We have simulation labs that provide technical support and also vertical industry [domain] support 

such as in biomedicine or pharmaceuticals. Our labs help them scale and tune their codes and provide 

technical support. One partner is a hospital where we help with intensive care research."  [European 

large national HPC center] 

"There are many advantages to doing programs broadly across industries, if you've got the critical 

mass to achieve it. This depends very much on the size of the HPC center. If you've got a small center, 

it makes a lot more sense to be very focused."   [European large academic HPC center] 

"We have enough breadth that [our industrial partnerships] can cover the life sciences, chemistry and 

materials, and engineering. And that breadth gives us the potential to make discoveries in one domain 

and apply them to others. Innovation often happens at the boundaries or the edges. So, if a center is 



 
 

©2017 Hyperion Research #HR40001.07.12.2017 52 

operating in multiple vertical industry segments, it has more of those boundaries in which it can make 

discoveries or find insights."  [European large academic HPC center] 

"Funding is a primary barrier, but I wouldn't say even if someone gave me $5 million that there are 

enough computer scientists with the domain knowledge that I require that I can hire right away.'  [U.S. 

midsize national HPC center] 

Table 22 

Profiles of the HPC Centers: Is Domain Expertise Provided? 

 Number of Responses Percentage of Responses 

Domain Expertise YES 29 82.9% 

Domain Expertise NO 5 14.3% 

Not Sure/Don't Know 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnership Profiles: Use of Modeling & Simulation  

Three-quarters of the HPC centers (77.1%) said most of the industrial user activity they support today 

involves modeling and simulation (M&S), especially as opposed to data analytics that is the main HPC 

activity for a growing number of large commercial firms. Nearly one-quarter of the surveyed HPC 

centers (22.9%) did report, however, that M&S is not the primary mode of use for their industrial 

partners (Table 23). In most of these cases, the industrial user's primary need involved advance data 

analytics, most often in the financial services industry or the genomics portion of the life sciences 

market. But one example involved a U.S. larger national HPC center partnering with a large retail firm. 

Comments 

"Currently, companies run their own simulations. But we are asked to do that. We don't have the 

resources for that but we hired a new engineer who will come onboard in October. Then we will be 

able to do simulations and modeling. But clearly, I think this may grow because companies want that 

service; they don't want to have to create the model on their side and then transfer the model here and 

just run the codes here. They would be very happy to have a more complete service offer which would 

include modeling."  [European small academic HPC center] 

Table 23 

Profiles of the HPC Centers: Is it Mostly for Modeling & Simulation? 

 Number of Responses Percentage of Responses 
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Table 23 

Profiles of the HPC Centers: Is it Mostly for Modeling & Simulation? 

 Number of Responses Percentage of Responses 

Modeling/Simulations: YES 27 77.1% 

Modeling/Simulations: NO 8 22.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnerships Profiles: Do Practices Change Over Time? 

Well over half of the surveyed centers (60.0%) said that their practices in relation to industrial users 

have changed over time, while a sizeable minority (37.1%) claimed to have unchanged practices (see 

Table 24).  

Table 24 

Profiles of the HPC Centers: Do the Practices Change Over time? 

 Number of Responses Percentage of Responses 

Practices Changed Over Time: YES 21 60.0% 

Practices Changed Over Time: NO 13 37.1% 

Not Sure/Don't Know 1 2.9% 

N = 35 total respondents    

Source: Hyperion Research 2016 

 

Partnerships Profiles: Number of Domains  

Table 25 confirms that a sizeable majority of the surveyed centers (62.9%) are open to supporting 

industrial users from any domain, while the remainder (37.1%) zero in on one or two domains. Again, 

however, accepting users from all industrial domains doesn't mean that the center has expertise in 

many industrial domains. The scope of the present study did not permit Hyperion Research to 

determine how many industrial domains each surveyed center has expertise in, but the interview 

responses strongly indicated that when HPC centers say they will support any industrial domain, that 

simply means they will allow their HPC resources to be used to address any industrial problem. Where 

the need is to provide real domain expertise, few of the centers claimed to be adept in more than a few 

domains in practice. 
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Comments 

"You don't want to move into an area that you can't do well, because these are folks who have a 

specific problem and it needs to be solved and they're very value driven. So you should limit yourself to 

what it is you do well."  [U.S. midsize academic HPC center] 

Table 25 

Profiles of the HPC Centers: Is the Focus on Only a Few Domains? 

 Number of Responses Percentage of Responses 

Focus on 1-2 Domains 13 37.1% 

Accept All Domains 22 62.9% 

N = 35 total respondents   

Source: Hyperion Research 2016 
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SURVEY RESULTS: FINDINGS FROM THE INDUSTRIAL PARTNERS  

Program Funding Sources 

The most frequently named funding source for the industrial users' projects at the surveyed HPC 

centers—cited by 74.2% of the partners was the industrial users themselves (Table 26). National 

governments (named by 58.1% of the industrial users) finished a strong second. This finding confirms 

that a sizeable majority of companies are willing to pay some amount of money for access to 

supercomputers at publicly supported HPC centers, even when external funding is inadequate or non-

existent. That willingness underscores the value the companies place on resources at the HPC 

centers, as well as the sometime need to use the center for proprietary work that often isn't eligible for 

government funding support.  

Table 26 also makes it clear that some industrial users receive funding for access to academic and 

other HPC centers both from their own coffers and from a national government—logically, there must 

be some overlap between half of the users that receive funding from national governments and three-

quarters that contribute their own funding, 

Table 26 

All Funding Sources for the for Industrial Use of HPC Centers 

 Number of Responses Percentage of Responses 

National Government 18 58.1% 

Multi-National Government 6 19.4% 

State/ Local Government 0 0.0% 

University 1 3.2% 

Company 23 74.2% 

Vendor 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Main Funding Sources for the for Industrial User of HPC Centers 

The preceding table (Table 26) showed the industrial users' responses when asked to name all of the 

funding sources for their use of HPC resources at HPC centers. Hyperion Research next asked the 

industrial users to name the single most important funding source for that usage (Table 27). As in the 

preceding table, the two most frequently named sources were the industrial users themselves and 

national governments. But as the main funding source, these two choices were equally prevalent (each 

was cited by 48.4% of the respondents.)  
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Table 27 

Main Funding Sources for the Industrial Use of HPC Centers 

 Number of Responses Percentage of Responses 

National Government 15 48.4% 

Multi-National Government 0 0.0% 

State/ Local Government 1 3.2% 

University 0 0.0% 

Company 15 48.4% 

Vendor 0 0.0% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Results Compared to Expectations 

Table 4, appearing earlier in this report, indicated that more than 9 in 10 of the surveyed HPC centers 

(91.4%) believed that their industrial partnerships met (22.9%) or exceeded (68.5%) their expectations. 

Just 8.6% said the partnerships fell short of expectations and one center said it was too soon to tell.  

Table 28 shows that when the industrial users were asked the same question, an even higher 93.6% 

said the relationships had met (19.4%) or exceeded (74.2%) their expectations. Only two of the 

industrial users (6.5%) expressed some disappointment.  

Seen together, Tables 4 and 28 confirm that in a large majority of cases, HPC-centered partnerships 

between the surveyed HPC centers and industrial users are working well and are mutually beneficial, 

despite the fact that many centers aren't yet employing all of the best practices that industrial users 

want. Among the small minority of centers (two in total) that said their expectations had not been met, 

the complaints had to do with an industrial partner abandoning the project partway through, and 

another partner described as overly demanding. Among the 8.6% of industrial partners whose 

expectations weren't met, the most frequent complaint was that the center didn't take the project 

seriously enough (see Best Practices section at the start of this report for industry's view of what HPC 

centers should do to take industrial partnerships seriously).    

Table 28 

Results Compared to Expectations 

Rating  Number of Responses Percentage of Responses 
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Table 28 

Results Compared to Expectations 

Rating  Number of Responses Percentage of Responses 

Greatly Exceeded 10 32.3% 

Somewhat Exceeded 13 41.9% 

Met 6 19.4% 

Fell Short 2 6.5% 

Fell Very Short 0 0.0% 

Too Soon To Tell 0 0.0% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Satisfaction with the Partnerships/Programs  

A large majority of the industrial users expressed strong satisfaction with their partnerships with 

publicly supported HPC centers (Table 29). On average, they gave these relationships a rating of 8.45 

on a 1-10 scale where 10 represented the highest possible level of satisfaction. This is very similar to 

the responses to the same question from the HPC centers (Table 3), who gave the relationships an 

average rating of 8.54 on the 1-10 scale. There is a strong correlation between these high satisfaction 

levels and the large majority of users who said that the relationships met or exceeded their 

expectations (Tables 4 and 28). 

Table 29 

Satisfaction with The Partnership 

Rating (10 = highest) Number of Responses Percentage of Responses 

10 7 22.6% 

9 10 32.3% 

8 8 25.8% 

7 4 12.9% 

6 1 3.2% 
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Table 29 

Satisfaction with The Partnership 

Rating (10 = highest) Number of Responses Percentage of Responses 

5 0 0.0% 

4 1 3.2% 

3 0 0.0% 

2 0 0.0% 

1 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Benefits from the Partnerships  

The benefits of the partnerships most frequently named by industrial users (Table 30) were faster 

development of products or services (64.4% of users), increased competitiveness (54.8%), access to 

larger-scale supercomputers (54.8%), new discoveries/insights (48.4%), and access to advanced 

technology and expertise (45.2% each). Some of these are ends in themselves (e.g., faster 

development), while others are means to these ends (e.g., access to advanced technology). Together, 

the cited benefits strongly imply that many of the companies' core missions and strategies have been 

advanced through the partnerships with HPC centers.  

Table 30 

Benefits from Industry's Standpoint: HPC-Industry Partnerships 

Benefit  Number of Responses Percentage of Responses 

Faster Development 20 64.5% 

Competitiveness 17 54.8% 

Access: Greater Scale 17 54.8% 

Discoveries/ Insights 15 48.4% 

Access: Advanced Technology 14 45.2% 

Access: Expertise 14 45.2% 
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Table 30 

Benefits from Industry's Standpoint: HPC-Industry Partnerships 

Benefit  Number of Responses Percentage of Responses 

Econ Dev / Job Growth 8 25.8% 

Access: Faster Tech Than At My Organization 6 19.4% 

Faster Design 5 16.1% 

Capabilities 4 12.9% 

Compiling for New Architectures 4 12.9% 

Efficient HPC Use 1 3.2% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

The MOST Important Benefit of the Partnership 

Table 31 displays the single most important benefit the industrial partners derived from their 

partnerships with academic and other HPC centers. Not surprisingly, in response to this forced 

prioritization, "ends" such as increased competitiveness and new discoveries/insights took precedence 

over "means to the ends," such as access to larger-scale computers and expertise in using the 

computers effectively to run their industrial codes.  

Table 31 

The MOST Important Benefit of the Program/Partnership 

Benefit  Number of Responses Percentage of Responses 

Competitiveness 10 32.3% 

Discoveries/ Insights 7 22.6% 

Faster Development 6 19.4% 

Access: Greater Scale 4 12.9% 

Access: Faster Technology Than At My 

Organization  

3 9.7% 

Access: Expertise 2 6.5% 
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Table 31 

The MOST Important Benefit of the Program/Partnership 

Benefit  Number of Responses Percentage of Responses 

Faster Design 1 3.2% 

Efficient HPC Use 1 3.2% 

Access: Advanced Technology 1 3.2% 

Capabilities 0 0.0% 

Compiling for New Architectures 0 0.0% 

Economic Development / Job Growth 0 0.0% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Communicating Results 

A large majority of the industrial users (83.8%) reported that the results of the collaborative projects 

were communicated very clearly (54.8%) or at least somewhat clearly (29.0%). But one in six industrial 

users (16.1%) faulted the clarity of the communications (Table 32). 

Table 32 

How Well Were the Results Communicated? 

 Number of Responses Percentage of Responses 

Very Clearly 17 54.8% 

Somewhat Clearly 9 29.0% 

Not Very Clearly 5 16.1% 

Not At All Clearly 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 
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Value of the Partnerships 

Seven of eight industrial users (87.1%) considered the partnerships with HPC centers to be very 

valuable, and an additional 12.9% reported that they were somewhat valuable. None of the 

respondents said the partnerships had delivered no value at all (Table 33). 

Table 33 

Value of the Partnerships 

 Number of Responses Percentage of Responses 

Very 27 87.1% 

Somewhat 4 12.9% 

Not Very 0 0.0% 

Not At All 0 0.0% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Future Partnerships Plans 

A majority of the industrial users (61.3%) plan to increase the level of their partnerships with HPC 

centers during the next 12-24 months, and all the rest except one user (35.5%) plan to maintain the 

relationships at their present level (Table 34). These results are not surprising in view of the high 

satisfaction levels with the partnerships that most of the users reported.  

Table 34 

Plans for the Partnership Over the Next 1 to 2 Years 

 Number of Responses Percentage of Responses 

Substantially Increase 6 19.4% 

Modestly Increase 13 41.9% 

Keep Present Level 11 35.5% 

Modestly Decrease 1 3.2% 

Substantially Decrease 0 0.0% 

N = 31 total respondents    
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Table 34 

Plans for the Partnership Over the Next 1 to 2 Years 

 Number of Responses Percentage of Responses 

Source: Hyperion Research 2016 

 

Profiles: Organization Size  

The surveyed industry partners varied greatly in size, from sub-$10 million small and medium-size 

enterprise (SMEs) to $50 million-plus mega-firms (Table 35). The industrial firms heavily represented 

the manufacturing, energy, and bio-sciences market segments, all of which are established 

strongholds for industrial use of HPC.  

Table 35 

The HPC Partnerships: Industrial Organization Size 

Size Number of Responses Percentage of Responses 

Size: <$10M 6 19.4% 

Size: $10-25M 2 6.5% 

Size: $25-50M 0 0.0% 

Size: $50-100M 2 6.5% 

Size: $100-500M 2 6.5% 

Size: $500M-$1B 1 3.2% 

Size: $1-5B 3 9.7% 

Size: $5-10B 0 0.0% 

Size: $10-25B 5 16.1% 

Size: $25-50B 3 9.7% 

Size: $50-100B 5 16.1% 

Size: >$100B 3 9.7% 

N = 31 total respondents    

Source: Hyperion Research 2016 
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Activity Level during the Past Five Years 

Nearly all (93.5%) of the industrial users said they are doing more today with their HPC center partners 

than they were doing five years ago (Table 36). It was beyond the scope of this study to document the 

reasons for this increased involvement, but the important benefits and high levels of satisfaction most 

industrial users derived from the partnerships (Tables 28-30) would seem to set the stage for greater 

involvement.  

Table 36 

Are They Doing More than 5 Years Ago? 

 Number of Responses Percentage of Responses 

Doing More Than 5 Years Ago YES 29 93.5% 

Doing More Than 5 Years Ago NO 2 6.5% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Average Length of Partnerships  

Although the partnerships varied greatly in duration (as did the programs encompassing them), the 

average length reported by the industrial users was 7.8 years (Table 37). For the average partnership 

to last just under eight years so far, the centers and their industrial partners must be doing something 

right, and probably indicated mutual benefit.  But,, as the partners themselves indicated, can still leave 

considerable room for improvement.  

Comments 

"Access to the supercomputer is always based on a finite project. Usually it's for one year." 

Table 37 

Average Length of Partnerships 

Average Duration of Partnership (Years) 7.8 years 

N = 31 total respondents   

Source: Hyperion Research 2016 
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Who Contacted Whom First? 

The HPC centers and the industrial partners made the first contact for the partnership with similar 

frequency (Table 38). Industry was the initiator slightly more than half of the time (54.8%) and the HPC 

center started the ball rolling slightly less than half the time (45.2%). The lesson for those trying to 

recruit industrial partners for HPC centers is that passivity can have its rewards, but active marketing 

boosts the odds for success. 

Table 38 

Which Party Contacted the Other First? 

Center 45.2% 

Industry 54.8% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Governance Frameworks 

A sizeable majority (71.0%) of the industrial users found their partner HPC center's governance 

framework satisfactory, while the remaining 29.0% did not. The main reasons for user dissatisfaction 

were included in the earlier lengthy discussion of governance frameworks. In brief, the main culprits 

from the industry partner’s standpoint were: 

▪ Time needed to finalize contracts (legal and IP negotiations) 

▪ Failure to understand industry's hard deadlines and faster research pace 

Table 39 

Was the Governance Framework Satisfactory 

 Number of Responses  Percentage of Responses  

Governance Framework: SATISFACTORY 22 71.0% 

Governance Framework: UNSATISFACTORY 9 29.0% 

N = 31 total respondents   

Source: Hyperion Research 2016 
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Did Industrial Partners Pay for Usage?  

In more than half of the cases (54.8%), the industrial partners said they paid or were reimbursed to use 

the HPC resources of their partner centers (Table 40). In the remaining cases (45.2%), the HPC 

resources were made available through unpaid/unreimbursed allocations—presumably consisting 

mainly of peer-reviewed awards for open, publishable work.  

What the paying industrial partners received for their money has been documented earlier in this report 

but is worth repeating here. First and foremost, they paid for access to one or more HPC systems 

operated by the centers, i.e., schedulable core hours. Other value received in many cases included 

access to the center's human expertise, in using the computer or in the scientific or engineering 

domain relevant for the industrial problem—plus important niceties such as administrative support in 

many cases.  

Initiatives such as DOE's INCITE and SciDac programs and NSF's Industry-University Cooperative 

Research Centers (IUCRC) program in the United States, and the PRACE program in Europe, allocate 

substantial numbers of core hours on publicly supported supercomputers each year to industrial 

applicants at no charge. These allocations are awarded through a peer review process and must 

involve open science and an intent to publish the research findings. It was beyond the scope of the 

present study to ask how many of the industrial partners that received awards of this kind would have 

been willing to pay for the centers' HPC resources if they had not received the unpaid allocations. One 

way to explore that question, should it be of greater interest, is to see what actions were taken by the 

industrial firms that applied for these allocations in recent years and did not receive them. Did they pay 

for the same number of core hours, or perhaps fewer core hours, at some HPC center? Did they 

acquire more of their own HPC resources? Did they decide not to pursue the research project in 

question? 

Table 40 

Did Industry Partners Pay/Reimburse for the Usage? 

 Number of Responses Percentage of Responses 

HPC Allocation: NO COST 14 45.2% 

HPC Allocation: PAID 17 54.8% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Was the Agreement Renewable?  

In a large majority of cases (90.3%), the partnership programs allowed industrial users to apply to 

renew existing agreements for un-reimbursed allocations (peer review of the renewal application) or 

paid contracts (Table 41).  
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Table 41 

Was it Renewable? 

 Number of Responses Percentage of Responses 

Allocation: RENEWABLE 28 90.3% 

Allocation: UNRENEWABLE 3 9.7% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Did the Center Have the Right Computer? 

Every one of the industrial users (100.0%) said that their partner center gave them access to an 

appropriate type of HPC system for their needs (Table 42). This impressive finding demonstrates how 

well the HPC centers are matching industrial problems with systems attributes. Hyperion Research's 

2017 worldwide study of HPC sites, due out by September 2017, shows that HPC sites on average 

operate more than five HPC systems each—generally more than that at the largest centers and fewer 

than that at the smallest. But publicly supported HPC programs such as INCITE, PRACE and others 

often assign industrial users to those HPC systems that are funded in whole or part by the program.  

The findings in Table 42 raise another important question. If every one of the industrial partners said 

the HPC center they partnered with had the right computer for their work (Table 42), why did the 

industrial centers also need to say (cf., best practices summary, p.2) that HPC centers should procure 

systems designed to perform well on the full spectrum of the center's potential scientific and industrial 

workloads—and should involve industry in the process of specifying the systems? Although Hyperion 

did not ask the surveyed industrial partners to explain this apparent contradiction, because it stood out 

to us only after the interviews had been completed, we believe it's likely that both findings are true—the 

industrial partners think the centers assigned their work to the most appropriate HPC system, given the 

available choices, but also wish that the choices included HPC systems that were more purpose-built 

for their industrial problems. In Hyperion Research HPC studies over the past decade, and in 

presentations at HPC User Forum meetings, industrial users (especially in the manufacturing sector) 

have frequently complained about the architectural imbalance of most contemporary HPC systems 

and called for HPC system vendors to address this issue on their behalf. 

 

 

Table 42 

Did the HPC Centers Used Have the Right Computer? 

 Number of Responses Percentage of Responses 

http://www.hpcuserforum.com/
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Table 42 

Did the HPC Centers Used Have the Right Computer? 

 Number of Responses Percentage of Responses 

Right Kind of Computer For Your Needs YES 31 100.0% 

Right Kind of Computer For Your Needs NO 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Did the HPC Centers Used Use Commercial Software?  

It's well known that industrial partners typically rely more heavily on commercial (ISV) software than 

government and academic researchers do. A 2015 Hyperion Research worldwide study revealed that 

in manufacturing, for example, "firms may spend 4-5 times more per year on third-party application 

software licenses than on HPC computer servers" (Hyperion Research 2015 Multi-Client Study: 

Application/Industry Workloads). 

Hence, being able to access their familiar commercial software applications at partner HPC centers 

can be vitally important for industrial users—whether they bring the software with them or find it already 

installed at the centers. Table 43 shows that four out of five (80.6%) of the interviewed industrial 

partners employed commercial software for projects hosted by the HPC centers.  In most cases, the 

commercial (ISV) software scales no higher at the host HPC center than it does on the industrial firm's 

own HPC systems—although some HPC centers have staff dedicated to helping the partners to scale 

up the partners' home-grown codes for use on large HPC systems. But even when a four-way ISV 

code remains limited to four-way parallelism at a publicly supported HPC centers, a great benefit may 

be the ability to utilize many more core-hours and perform many more iterations on the center's larger, 

more powerful HPC system.  

Table 43 

Do They Use Commercial Software in the Program? 

 Number of Responses Percentage of Responses 

Commercial Software Licenses: YES 25 80.6% 

Commercial Software Licenses: NO 6 19.4% 

N = 31 total respondents   

Source: Hyperion Research 2016 
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Usage Profiles 

For this study, NCSA divided industrial research into three typical stages: 

▪ Advanced research (testing an idea for a product or service) 

▪ Feasibility (evaluating whether the product/service is practical) 

▪ Reduction to practice (determining how to introduce the product/service into business 

environments) 

As Table 44 shows, much of the industrial usage at HPC centers was for research (39.1% of 

respondents) and reduction to practice (38.1%), Feasibility studies were done by fewer of the users 

(22.7%), but still represented an important portion of the usage. 

Table 44 

Usage Profile 

Usage %: Research 39.1% 

Usage %: Feasibility 22.7% 

Usage %: Reduction to Practice 38.1% 

N = 31 total respondents   

Source: Hyperion Research 2016 

 

Adequacy of Today's Software 

Most of the industrial users (61.3%) considered the software available to them today to be adequate, 

but a substantial minority (38.1%) disagreed (see Table 45). This refers to the software applications 

themselves, not to whether they were available at the HPC centers the companies accessed. This 

finding was not surprising: a separate Hyperion Research worldwide study revealed that 51.4% of the 

software codes used in the HPC community do not scale beyond one node (Hyperion Research HPC 

Multi Client Study: Technical Computing System Software and Middleware Usage, Trends and Drivers. 

2015).  

Table 45 

Adequacy of Today's Software 

 Number of Responses Percentage of Responses 

Today's software - ADEQUATE 19 61.3% 

Today's software - INADEQUATE 12 38.7% 

N = 31 total respondents    
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Table 45 

Adequacy of Today's Software 

 Number of Responses Percentage of Responses 

Source: Hyperion Research 2016 

 

Was Their Work Limited by Software Licenses?  

The major importance of commercial software to many industrial users was discussed in connection 

with Table 43. Table 46 indicates that about one in four of the users (25.8%) were hampered in their 

work by software license issues, while the majority (74.2%) were not. Almost all the reported software 

licensing issues involved pricing—the inability of industrial users to buy enough access to third-party 

(independent software vendor, or ISV) software as they would like. Hyperion Research studies during 

the past 15 years consistently show that pricing for ISV software applications is a major issue for many 

industrial HPC users. Industrial users of HPC typically rely much more heavily on ISV software than is 

the case for their counterparts in academia and government. The same studies confirm that 

manufacturers that exploit HPC often spend 4-5 times more on ISV software than they do on HPC 

hardware systems. ISVs have evolved their pricing models to better fit the architectures of 

contemporary HPC systems and public clouds, such as with token-based pricing, but more needs to 

be done for a sizeable minority of industrial HPC users. 

Table 46 

Work Limited by Software Licenses 

 Number of Responses Percentage of Responses 

Work limited by software licenses: YES 8 25.8% 

Work limited by software licenses: NO 23 74.2% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Level of Use Needed  

The industrial users were about evenly divided (Table 47) when asked whether they wanted the HPC 

centers to make their systems more effective for expert users of supercomputers (51.6% of the 

industrial partners) or for intermediate users (48.4%). This split presumably reflects the predominant 

level of HPC expertise on the industry side of the project teams.  
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Table 47 

Level of Use Needed  

 Number of Responses Percentage of Responses 

Need more: BETTER USE BY EXPERTS 16 51.6% 

Need more: BETTER USE BY 

INTERMEDIATE USERS 

15 48.4% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

The Importance of HPC Speed 

Earlier in this report (cf., "Prepare for the Cultural Gap, p. 12), some industrial partners expressed 

frustration with the typical pace of projects at HPC centers, compared with the usual work pace in their 

companies. The value of being the first company to introduce a product or service into the market, the 

so-called first-mover advantage, has long been recognized as important. It's therefore not surprising 

that industrial partners would closely associate speed, defined here as the pace at which a project 

proceeds, with their ability to compete effectively, as a large majority of them (90.3%) did in the 

interviews (See Table 48). EGGS 

Table 48 

The Importance of HPC Speed 

 Number of Responses Percentage of Responses 

Is speed a competitiveness factor: YES 28 90.3% 

Is speed a competitiveness factor: NO 3 9.7% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Did Industrial Partners Receive Administrative Support from the HPC 
Center?  

All of the industrial users (Table 49) said they received administrative support from center staff. 

Administrative support typically includes help with completing paperwork for user accounts, obtaining 

office space, parking permits, and the like. In short, it's support provided by the HPC center's 

administrative staff in conjunction with industrial partners' use of the center's HPC resources. 

https://www.google.com/?gws_rd=ssl#q=first+to+market+advantage&spf=1500221564946
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Table 49 

Did Industrial Partners Receive Administrative Support from the HPC Center? 

 Number of Responses Percentage of Responses 

Admin support from HPC center: YES 31 100.0% 

Admin support from HPC center: NO 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Did Industrial Partners Receive Technical Support from the HPC Center? 

Every one of the industrial users also reported that they received technical support from their HPC 

center partners (Table 50). The surveyed industrial partners most often reported receiving the 

following types of technical support: instruction on how to use one of the center's HPC systems, and 

helpdesk support when they encountered problems in using the HPC system. Some of the centers 

also providing help with programming, parallelizing and scaling user codes, and data management. 

Table 50 

Did Industrial Partners Receive Technical Support from the HPC Center? 

 Number of Responses Percentage of Responses 

Tech support from HPC center: YES 31 100.0% 

Tech support from HPC center: NO 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Did Industrial Partners Receive Domain Specific Support from the HPC 
Center? 

When asked about domain support, more than half of the industrial partners (54.8%) said they hadn't 

received that from their HPC center partner (Table 51). The scope of this study did not permit Hyperion 

Research to ask how many of the users wanted domain support for the collaborative projects. Just 

under half of the partners (45.2%) did receive domain support, which they most often said was up-to-

date guidance on the known science in the relevant scientific or engineering domain. 
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Table 51 

Did Industrial Partners Receive Domain Specific Support from the HPC Center? 

 Number of Responses Percentage of Responses 

Domain expertise from HPC center: YES 14 45.2% 

Domain expertise from HPC center: NO 17 54.8% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Was This The Industrial Partner’s First HPC Experience? 

Tellingly, nearly half (45.2%) of the industrial partners said that their collaboration with an HPC center 

was their first experience using HPC (Table 52). This confirms that academic and other HPC centers 

are already playing an important role in extending the proven benefits of HPC to industry.  

Table 52 

Was This The Industrial Partner’s First HPC Experience? 

 Number of Responses Percentage of Responses 

First HPC experience: YES 14 45.2% 

First HPC experience: NO 17 54.8% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Does The Industrial Partner Have Their Own HPC Resources? 

The preceding table showed that for almost half of the industrial users (45.2%), the collaboration with 

an HPC center was their first experience with HPC. The data in Table 53 reveal that half (51.6%) of the 

surveyed partner companies don't have any HPC systems of their own. Hence, roughly half of the 

industrial organizations involved in the partnerships with HPC centers have no HPC systems of their 

own and are being exposed to HPC for the first time through the partnership programs.  The 

confirmation of first-time HPC use also means that the centers in question had not turned to public 

cloud service providers to run HPC workloads. Separate studies by Hyperion and others show that 

some companies, especially SMBs, do have their initial HPC experiences in public clouds, but that 

was not true of the 45.2% shown in the preceding table. Incidentally, Hyperion's 2015 worldwide study 

of HPC users found that 64% run at least one workload in a public cloud environment, but on average 
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they assign only 7-8% of all their HPC workloads to public clouds, a percentage little changed since 

Hyperion first asked this question in 2011. 

Table 53 

Do they Have Their Own HPC Resources? 

 Number of Responses Percentage of Responses 

Cluster/HPC system of your own: YES 15 48.4% 

Cluster/HPC system of your own: NO 16 51.6% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Are Industrial Partners Likely to Expand HPC Use in the Future? 

A large majority (71.0%) of the industrial partners said they planned to acquire HPC systems for the 

first time or expand their existing HPC systems (Table 54). It's likely some of these plans were 

influenced by their experiences in the partnerships with HPC centers. At the start of their partnerships 

with the centers, only 48% of the industrial firms had HPC systems of their own; by the time the 

industrial partners were interviewed for this study, the figure for those planning to acquire their first 

HPC system or to expand an existing HPC system had risen 23% to the 71% figure shown in Table 54. 

It seems fair to conclude that, in the aggregate, the companies' experience with their HPC center 

partners made the benefits of HPC use more pervasive among these companies. 

Table 54 

Are Industrial Partners Likely to Expand HPC Use in the Future? 

 Number of Responses Percentage of Responses 

Likely to acquire or expand HPC system: YES 22 71.0% 

Likely to acquire or expand HPC system: NO 9 29.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Did Industrial Partners Adopt New Practices? 

Three-quarters of the industrial users (74.2%) adopted useful new practices from their participation in 

partnerships with HPC centers (Table 55). It was beyond the scope of the study to catalogue these 
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practices, but it seems reasonable to conclude, for instance, that using HPC itself represented a new 

practice for the 45% of the surveyed sites that had never used HPC before partnering with a center 

(see Table 52). Doubtless there were also some new practices based on the transfer of leading-edge 

domain science from the HPC centers to the industrial partners. 

Table 55 

Did Industrial Partners Adopt New Practices? 

 Number of Responses Percentage of Responses 

Adopted new practices: YES 23 74.2% 

Adopted new practices: NO 8 25.8% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Do Industrial Partners Plan to Continue the Collaboration with HPC 
Centers 

As Table 56 shows all but one of the industrial partners plan to continue working with the same HPC 

center in the future. That should be seen as a categorical endorsement of the value of these public-

private partnerships. 

Table 56 

Plans to Continue the Collaboration 

 Number of Responses Percentage of Responses 

Collaborate with same center again: YES 30 96.8% 

Collaborate with same center again: NO 1 3.2% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

Will a Strong ROI Help Get More Funding?   

An ongoing three-year global study Hyperion Research is conducting for the U.S. Department of 

Energy has evaluated, as of this writing, 673 HPC-enabled science and engineering projects, using 

macroeconomic models Hyperion developed for the successful, DOE-funded 2013 pilot project.  

http://www.hpcuserforum.com/ROI
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Findings to date are that every dollar ($1) invested by industrial users in HPC resources is associated, 

on average, with $441.80 in additional revenue and $41.30 in additional gross profit.  

It was beyond the scope of the present study to evaluate the returns-on-investment (ROI) of the 

surveyed industrial users—although some of these same users were evaluated in the DOE study—but 

we did ask about the potential value of ROI data. Seven in eight industrial users (87.1%) said that 

being able to demonstrate a strong return (ROI) on the time and money they devoted to the 

collaborative projects would help them secure more funding from their own companies (Table 57).  

Table 57 

Will a Strong ROI Help Get More Funding? 

 Number of Responses Percentage of Responses 

If enough ROI, get more money: YES 27 87.1% 

If enough ROI, get more money: NO 4 12.9% 

N = 31 total respondents    

Source: Hyperion Research 2016 

 

What Was Most Important to Their Organizations?  

Table 58 is a prioritized list of the things the industrial partners said are the most important attractions 

for partnering with an HPC center.  

▪ Topping the list (cited by 61.3% of the users) was the human contribution by the centers—

expert consulting and support staff – essentially the intellectual services the HPC Center 

provided.  

▪ Also high on the list of attractions was the desire for HPC access without rules (45.2%), that is, 

being able to use an center's superior HPC resources on a "flat out" basis, without having to 

worry about complying with the center's policies regarding open research, foreign national 

team members, and other rules. 

▪ Preferences not far behind these were the ability to do multiscale, multi-physics problems 

(45.2%), the ability to do better modeling (38.7%), and the opportunity for improved 

optimization of the industrial partners' in-house codes (35.5%).  

The strong preference shown in Table 58 for the HPC centers' expertise might seem to contradict the 

findings displayed in Table 31, where "access to [the centers'] expertise" was named by only 7% of 

respondents as the most important benefits of the partnership. But tables 31 and 58 represent the 

findings to two different questions. Table 58 asks which things are most important to receive from an 

HPC center—whether those things were received in fact or not—while Table 31 asks industrial partners 

to rank the benefits they actually received. The strong implication in comparing these two related 

tables is that many of the industrial users would have wanted more access to the centers' experts than 

the users received in fact. 
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Table 58 

What is Most Important to Your Organization? 

 Number of Responses Percentage of Responses 

Important: Expert consulting/support 19 61.3% 

Important: Access w/o rules 14 45.2% 

Important: Multiscale, multi-physics 14 45.2% 

Important: Better modeling 12 38.7% 

Important: More optimization 11 35.5% 

Important: Better software 10 32.3% 

Important: Shorter wall-clock time 8 25.8% 

Important: Free HPC 7 22.6% 

Important: Proven app software 7 22.6% 

Important: Shorter workflow 6 19.4% 

Important: Better grads/curricula 5 16.1% 

Important: Better workforce skills 4 12.9% 

Important: Pre-competitive efforts 3 9.7% 

Important: More publications 0 0.0% 

N = 31 total respondents    

Source: Hyperion Research 2016 
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COMPARISON OF HPC CENTER AND INDUSTRIAL PARTNER VIEWS 

This section shows how the HPC centers' viewpoints compare with the perspectives of their industrial 

partners on key topics. 

Satisfaction with the Relationship 

As noted earlier, both parties expressed high levels of satisfaction with the partnerships. Figure 4 

illustrates this on a 1-10 scale where 10 represents the highest possible level of satisfaction.  It is 

worth noting that on average the industrial partners' satisfaction was higher than the centers' 

satisfaction.   

FIGURE 4 

Satisfaction with the Partnership 

 

Source: Hyperion Research 2016 

 

Results Compared to Expectations 

Nearly all of the centers and their industrial partners reported that the collaborations met or exceeded 

their expectations (Figure 5). A large majority of the responses were in the "exceeded" categories. The 

fact that the ratings by the centers and industrial partners match each other so closely (the bars in the 
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chart) implies that the expectations of both parties were closely aligned before the projects began. 

That would be an important accomplishment.  

FIGURE 5 

Results Compared to Expectations 

 

Source: Hyperion Research 2016 

 

Benefits of Industry/HPC Center Engagements 

The HPC centers and industrial partners also closely agreed when asked which benefits the 

partnerships had provided to the industrial partners (Figure 6), with access to advanced technology 

and expertise leading the list.  The HPC centers seem to consistently overestimate the value of the 

benefits in each category by a modest amount when compared to the assessments of the same 

benefits by the industrial partners. 
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FIGURE 6 

Benefits: HPC-Industry Partnerships 

 

Source: Hyperion Research 2016 

 

The MOST Important Benefit of the Program/Partnership 

But when it came to naming the single most important benefit the industrial users took away from the 

partnerships (Figure 7), the perspectives of the HPC centers and industrial partners differed more 

markedly. The HPC centers assumed that the biggest benefits for the industrial partners were new 

insights/discoveries and fast development of products and services. The industrial users, for their part, 

took a longer-term view and placed the highest importance on increased competitiveness—an end in 

itself—rather than a mere means to that end, e.g., specific products or services. Secondarily, the 

industrial partners valued greater scale and faster technology over the other benefits listed.  
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FIGURE 7 

The MOST Important Benefit of the Program/Partnership 

 

Source: Hyperion Research 2016 

 

Communications between the Centers and Industrial Partners 

We next asked the industrial partners how clearly the HPC centers and industrial partners 

communicated with each other regarding the projects. Figure 8 confirms that a large majority of the 

centers and industrial partners agreed that communications were "very clear" or at least "somewhat 

clear." Fewer than 15% of either party believed otherwise. 

"One situation I have experienced is a sense of dissonance when I don't know that units B, C, and D 

know about our relationship with unit A, even though A, B,C and D are all members of the same 

company. This happens over and over again. particularly with the larger companies. It happens with 

the federal agencies, too. So, it's just not clear to me how much and what they're communicating."  

[U.S. midsize academic HPC center] 

"There were some issues, but after 10 years, communications have become very clear. Initially, there 

were different expectations. For example, when we opened the program the SMBs thought HPC was 

something almost magical and could do anything, so their expectations were like something out of a 

Hollywood movie." [Asian midsize academic HPC center] 
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"It [communications] varies considerably. [Large U.S. manufacturing company] has been very public. 

But another large company that I won't name has communicated to us that they view the capability we 

helped create as highly differentiating in their business world. They view it as a first of a kind, 

something that's very significant for their potential, for managing their business. They, and others, 

communicate that to us, but they keep their relationship with us quieter, less public, because they don't 

want their competitors to know how they're gaining this advantage."  [U.S. large national HPC center] 

"We have an office that helps manage industrial partnerships and understands how to talk with 

industry. If a commercial firm has no clear idea about supercomputing, it takes more time to 

communicate well. With [large pharmaceutical company], you can use the language of science to 

communicate. In data science, it depends on the discipline you're dealing with – medicine has its own 

language, for example."  [European large national HPC center] 

"We communicate very clearly. We've done this for 25 years and understand how to talk with industry."  

[European large academic HPC center]  

FIGURE 8 

Communications between HPC Centers and Industrial Partners 

 

Source: Hyperion Research 2016 

 

Value of the Partnerships 

Virtually all of the participants considered the partnerships valuable—more than 80% of the centers and 

users characterized them as "very valuable" (Figure 9). The most valuable aspects of the projects 

were discussed earlier in this report. 
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FIGURE 9 

Value of the Partnerships 

 

Source: Hyperion Research 2016 

 

Future Partnership Plans 

Figures 10 and 11 cover future plans for the partnerships. Table 54 and 56 show that more than 80% 

of the centers and industrial users want to increase their involvement in the partnerships. Figure 11 

indicates that more of the centers are eager to increase their involvement substantially, whereas a 

larger proportion of the industrial users would like to grow their involvement modestly or keep it at its 

present level. Only two of the industrial users (Figure 11) plan to decrease their partnership activity 

with HPC centers, and in both cases the planned decrease is modest and is related to newly arisen 

financial and staffing difficulties within the companies in question. 
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FIGURE 10 

Desire to Increase Involvement in the Partnership 

 

Source: Hyperion Research 2016 

 

FIGURE 11 

Plans for the Partnership in the Next 1 to 2 Years 

 

Source: Hyperion Research 2016 
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What Does This Mean? 

Private sector firms have been using HPC to accelerate innovation and product/service development 

at least since the late 1970s, primarily for modeling and simulation (M&S). In recent years, a growing 

number of industrial firms have adopted HPC for the first time to handle complex, time-critical data 

analytics workloads (high performance data analysis). The combination of organic growth in M&S 

among established users and new adopters of M&S (e.g., small and medium-size enterprises), plus 

the rapidly increasing use of analytics (including first-time commercial HPC users), has led Hyperion 

Research to forecast continued robust growth for the global HPC market, from $23.1 billion in 2015 to 

$30.3 billion in 2021. We predict that more than 29% of the 2021 total, or nearly $9 billion, will come 

from industrial users.  

The increasing reliance of industrial partners on HPC has important consequences. One of them, 

confirmed in this study, is that few large companies that buy HPC systems—much less small and 

medium-size enterprises (SMEs)—can justify purchasing high-end supercomputers to address their 

most advanced R&D needs. Hence, the growing use of HPC in the private sector implies not only that 

more companies will acquire HPC systems, as the study shows, but also that more companies will 

seek access to high-end supercomputers at publicly supported academic and other HPC centers in 

their countries.  
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APPENDIX 

Related Studies and Reports by Hyperion Research 

▪ Worldwide HPC Server Forecast, 2016–2021. June 2017 

▪ Impact of the Horizon 2020 HPC Program under EXDCI WP7. Private study for the European 

Extreme Data and Computing Initiative (EXDCI). April 2017 

▪ Analysis of the Characteristics and Development Trends of the Next Generation of 

Supercomputers in Foreign Countries. Study conducted for RIKEN (Japan). September 2016 

▪ Worldwide High Performance Data Analysis Forecast, 2016-2020. August 2016 

▪ U.S. Private Sector Cybersecurity Best Practices. Study conducted for U.S. government. 

January 2016 

▪ High Performance Computing in the EU: Progress on the Implementation of the European 

HPC Strategy. Study conducted for the European Commission (SMART 2014/0021). July 

2015 

▪ Supercomputer-based Analytics Are Starting to Transform Healthcare. Analysis of 

progress toward precision medicine goals. May 2015 

▪ Industrial Partnership Programs and High-Performance Computing. Report on session at 

Hyperion's HPC User Forum, April 7-9, 2014, Santa Fe, New Mexico 

▪ International Perspectives on Industrial High-Performance Computing Partnerships. Report on 

session at Hyperion's HPC User Forum, April 7-9, 2014, Santa Fe, New Mexico  

▪ Creating Economic Models Showing the Relationship between Investments in HPC and the 

Resulting ROI and Innovation. Pilot study conducted for the U.S. Department of Energy. 

October 2013 

▪ Ten Things CIOs Should Know about High Performance Computing. June 2013 

▪ Industrial Partnerships through the National Science Foundation's Supercomputing 

Resources. Study for the Council on Competitiveness. June 2006 

▪ Industrial Partnerships through the NNSA's Academic Strategic Alliance Program. Study for 

the Council on Competitiveness. June 2006 

Additional Resources  

There are a number of good reports published recently that have examined the economic, scientific, 

and industrial benefits of HPCs. They include 

▪ The Vital Importance of High-Performance Computing to U.S. Competitiveness, by Stephen 

Ezell and Robert D. Atkinson, Information Technology and Innovation Foundation  April  2016  

▪ Modeling, Simulation and Analysis, and High Performance Computing Force Multiplier for 

American Innovation, Council on Competitiveness, Final Report to the U.S. Department of 

Commerce Economic Development Administration on the National Digital Engineering 

Manufacturing Consortium (NDEMC), Council on Competitiveness, October 2014 

▪ Solve: The Exascale Effect: the Benefits of Supercomputing Investment for U.S. Industry, 

Council on Competitiveness, October 2014 

▪ U.S. Leadership in High Performance Computing (HPC), A Report from the NSA-DOE 

Technical Meeting on High Performance Computing,  December 2016 
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▪ Implementation of the Action Plan for the European High-Performance Computing Strategy, 

EU Commission Staff Working Document, April 2016 

▪ A Strategy for American Innovation, 2015, National Economic Council and Office of Science 

and Technology Policy, October 2015 

 

Interview Questionnaire  

Hyperion Research used the following questionnaire, developed during extensive discussions with 

NCSA and given final approval by NCSA, to conduct interviews with the HPC center and industrial 

partners surveyed for the present study. The questionnaire attempts, where practical, to pose the 

same questions for both parties, the centers and the industrial partners, to enable comparison of 

results.  

NCSA-IDC Study for NSF: Best Practices in Public-Private HPC Partnerships 

Questionnaire: 5/3/16 

Definition: Partnership. For purposes of this study, a partnership is broadly defined as a collaboration 

that enables a private-sector firm to make use of HPC resources—such as computers, storage, 

software, human expertise—at a publicly supported HPC center.  Collaborations may vary in duration, 

formality, agreement terms (including any payments), and in other ways.  To qualify under this study, 

collaborations do not need to attain the status of legal partnerships. 

Procedures 

Methodology. Primary method is phone or in-person interviews; supplement with a simpler Pulse-type 

interview to increase reach of the study (N number).  

Aim to interview both parties in partnerships, host HPC center and company or companies 

collaborating with the center.  What one party sees as a "best practice" or "lesson learned" might not 

seem the same to the other party. If only one party sees something as a "best practice," it probably 

isn't one. We should consider making the HPC centers the focus of the study and then treating each 

center with its industrial partners as one entity for study. Interviewing one center and 3 of its industrial 

partners should count as 4 completed interviews, however.  

Also aim to interview funders. An attempt will also be made to interview the funding party(ies) which 

may be either government, industry, or a combination. For instance, KiSTi and its SMB beneficiaries of 

project funding will have separate perspectives, but so will the S. Korean government.  

Background Information 

Name of respondent ______________________________________________________ 

Title of respondent _______________________________________________________ 

Email address of respondent ________________________________________________ 

Phone number of respondent _______________________________________________ 

Organization (employer) of respondent _______________________________________ 

Names of partnering organizations (including your own organization) 
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HPC center (services provider) ________________________________________ 

Industrial partner (services user) ______________________________________ 

Funders of the HPC partnership (Choose ALL that apply): 

▪ National government 

▪ Multi-national government (e.g., European Commission) 

▪ State or local government 

▪ University 

▪ Company 

▪ Vendor 

Main funder of the HPC partnership (Choose ONLY ONE): 

▪ National government 

▪ Multi-national government (e.g., European Commission) 

▪ State or local government 

▪ University 

▪ Company 

▪ Vendor 

Name of the industrial partnership program (if applicable) ________________________ 

Country of HPC center _____________________________________________________ 

Supercomputer(s) used ____________________________________________________ 

On a 1-10 scale where 10 is most satisfied, rate your satisfaction with the partnership? 

How have the results of the partnership been, compared with your expectations? 

▪ Greatly exceeded my expectations 

▪ Somewhat exceeded my expectations 

▪ Met (but did not exceed) my expectations 

▪ Fell short of my expectations 

▪ Fell very short of my expectations 

▪ Too soon to tell 

▪ Not sure/don't know 

Which of these benefits do you associate with partnerships between HPC centers and industry? 

(Choose ALL that apply) 

▪ Faster development of superior products/services 

▪ Faster design time 

▪ Discoveries and other new insights 

▪ Increased competitiveness 

▪ Increased capabilities 
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▪ Help with compiling for new architectures 

▪ Increased economic development/job growth 

▪ More efficient use of HPC resources  

▪ Access to advanced technology 

▪ Access to faster computing than what is available in my organization 

▪ Access to greater supercomputing scale than what is available in my organization 

▪ Access to expertise 

▪ Not sure/don't know 

Which of these benefits do you consider most important? (Choose ONLY ONE) 

▪ Faster development of superior products/services 

▪ Discoveries and other new insights 

▪ Increased competitiveness 

▪ Increased economic development/job growth 

▪ More efficient use of HPC resources 

▪ Not sure/don't know  

▪ How clearly do the participants in the partnership(s) communicate the results? 

▪ Very clearly 

▪ Somewhat clearly 

▪ Not very clearly 

▪ Not clearly at all 

▪ Not sure/don't know 

How valuable do you consider the partnership(s)? 

▪ Very valuable 

▪ Somewhat valuable 

▪ Not very valuable 

▪ Not valuable at all 

▪ Not sure/don't know 

If you could increase your involvement in these partnerships, would you? 

▪ Yes 

▪ No 

▪ Not sure/don't know 

What are your plans for these partnerships in the next 1-2 years? 

▪ Substantially increase involvement 

▪ Modestly increase involvement 

▪ Keep involvement at present level 

▪ Modestly decrease involvement 

▪ Substantially decrease involvement 
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▪ Not sure/don't know 

Year partnership started 

Goals/focus of industrial partnership program 

Brief history of industrial partnership program 

Targeted objective(s): research, discovery, insight, optimization, rationalization, code development, 

production simulations and/or data, commercial use, service to others . . .  

QUESTIONS – HPC CENTERS 

Brief description and history of industrial partnership program 

Main funding source for program: national government / regional or local government / university / 

company 

Year industrial partnership program started 

Goals/focus of industrial partnership program 

Approximately how many businesses have participated (total over time)? 

How many business are participating today? 

Targeted demographics for participating businesses: 

▪ Company size 

▪ Company location 

▪ Company industry (vertical) 

▪ Company types of application(s)/problem(s) 

▪ Scientific merit of problem(s) – e.g., potential for breakthrough science/engineering 

▪ Other 

▪ Actual demographics of participating businesses 

▪ Proportion of SMEs 

▪ Are SMEs doing original design or carrying out designs supplied by their larger industrial 

customers? 

▪ Biggest participating businesses (revenue/turnover) 

▪ Average duration of a partnership 

▪ Longest duration of a partnership 

Method for attracting business partners 

Governance framework 

▪ What laws, regulations, guidelines govern your partnership program? 

▪ Where do they come from? 

▪ How satisfactory are they? What could make them better? 

▪ Any special issues with businesses getting access to government-funded HPC systems? 
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▪ What about intellectual property rights – how do you treat this issue? 

Does the industrial HPC program officially reside inside the HPC center or is it a separate entity? 

Is there shared public/private investment involved? If so, describe. 

Access to HPC computing resources 

Annual allocation for partnership program (% of shared HPC system? Dedicated system?) Are any of 

these systems government owned? 

Growth of allocation over time 

Is the available allocation fully utilized? 

Qualifications for businesses wanting to participate. Are the qualifications for use in this category 

limited to for-profit entities, or might non-profits or government-funded project teams qualify? 

Do participating businesses need to pay? If yes, what is the payment scheme?  

Renewability of partnership agreements 

Specificity of computing resources, e.g., handling requests for specific versions of SW 

Is access on-demand or by allocation? 

Support for business partners  

Administrative support 

Technical support 

Domain expertise (if yes, why these domains?) 

Does center staff do any modeling for the business partners? Run simulations? 

Other 

Best practices 

▪ What do you consider to be effective practices in partnering with industry? 

▪ Have your practices changed over time? Why? 

▪ Better to focus on 1-2 domains or accept partners in all domains? 

▪ What should businesses do to make best use of the partnerships? 

▪ Overcoming cultural differences – academia (or government) & business 

▪ Have you documented/codified best practices or have rules/guidelines based on experiences? 

Lessons learned 

▪ What would you do differently if you were to start the program from scratch? 

▪ What lessons have you learned? 

What barriers exist to expanding the program? 
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If one of your industrial partners needed 10 times the computing capacity in a week, how would you 

respond? 

Did any industrial partners unexpectedly reduce or stop their use of your center? If so, why? 

Wish list – things that would help the program 

Questions – Businesses (Industrial Partners) 

Business size 

▪ Less than $10 million 

▪ $10-25 million 

▪ $25-$50 million 

▪ $50-$100 million 

▪ $100-$500 million 

▪ >$500 million <$1 billion 

▪ $1-$5 billion 

▪ $5-$10 billion 

▪ $10-$25 billion 

▪ $25-$50 billion 

▪ $50-$100 billion 

▪ >$100 billion 

Is your organization doing more with HPC than 5 years ago? If yes, by how much? 

Rationale for partnering with an HPC center 

Why the need for HPC?  

Description of project(s) 

Why did you choose to partner with this center? How did you and the center come together? 

Duration of partnership 

Goals/focus of partnership  

Is the HPC work for your own company or for another organization, such as a customer ? 

If the work is for another organization, is that organization in government, industry or academia? 

Brief history of partnership  

 How did the partnership begin?  

How did the parties find out about each other?  

Which party contacted the other party first?  

How long did it take to agree on the collaboration?  
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Were there any major obstacles? Governance framework 

What laws, regulations, guidelines govern your partnership program? 

▪ Where do they come from? 

▪ How satisfactory are they? What could make them better? 

What about intellectual property rights – how is this issue treated? 

Access to HPC computing resources 

How did you apply for an allocation? (Did you need to apply for an allocation?) (at no cost or paid?) 

Did you get what you wanted? 

Growth of allocation and usage over time 

Renewability of partnership agreements 

Specificity of computing resources, e.g., handling requests for specific versions of SW 

Do HPC centers/providers offer the right kind of computing for your company’s needs? 

Does your workflow require commercial licenses? 

Please quantify the fraction of usage at external HPC centers: 

▪ _________% Research ideation and/or discovery 

▪ _________% Feasibility or optimization 

▪ _________% Reduction to Practice, or workflow tied to production 

Access to software 

Does your HPC external provider offer insight using their own versions of software? 

Is today’s software adequate? 

Is your workflow currently limited by the availability of application software licenses? 

If you could optimize a new workflow at costs lower than full commercial rates, would you do so?  

What aspects of workflow would you consider if barriers to usage were lowered? 

What, if anything, gets in the way of using 10-100x the HPC currently used? 

What’s the next big thing in computing and data that your organization needs to adopt in the next 3 

years? 

What is the next challenge in your organization’s domain? 

Which is needed more: better/smarter usage by expert users or by intermediate users?  

What HPC barriers exists for beginners? 

What bottlenecks exist, that if addressed, would reduce speed-to-solution? 
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Is speed a factor in your organization’s competitiveness? 

Support for business partners  

▪ Administrative support 

▪ Technical support 

▪ Domain expertise  

▪ Other 

Best practices 

▪ How specifically have you benefited from the partnership? 

▪ What worked best? 

▪ What didn't work well? 

▪ Any issues getting access to government-funded HPC systems? 

▪ Any problems with IP rights? 

▪ What barriers exist to working with HPC centers? (government, private, university) 

▪ What do you consider best practices for partnerships like this? 

▪ Have practices in your partnership changed over time? Why? 

▪ What should businesses do to make best use of the partnerships? 

▪ Have you documented/codified your experiences? 

Lessons learned 

▪ Was this collaboration your first experience using HPC? If not, was it your first experience 

using a more powerful HPC system? 

▪ Do you have a cluster or other HPC system of your own? Based on this collaboration, are you 

likely to acquire an HPC system or expand the one you have? 

▪ Have you adopted any new practices as a result of this collaboration? If yes, please describe 

them. 

▪ Would you collaborate with the same HPC center again? Why or why not? 

▪ What would you do differently if you were to participate in the program from scratch? 

▪ What barriers exist to expanding your participation? 

▪ Wish list – things that would help the program 

If you asked for 10 times as much computing capacity in a week, how do you think the center would 

respond? 

How valuable would it be if you could quantify the return on your HPC investments (ROI) in a way that 

seemed fair to you?  

If the potential ROI were large enough, could you argue for increasing the amount you spend on HPC? 

How large a potential ROI increase would be needed for you to feel confident in asking for more 

money for HPC spending? 

What scares you about what your competition might do before you? 

Which of the following things are most important for you (Please choose THREE)? 
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▪ Free HPC 

▪ HPC access without allocation rules 

▪ More HPC at less cost 

▪ Better software 

▪ Better modeling 

▪ More optimization 

▪ Shorter wall-clock time 

▪ Shorter overall workflow 

▪ Multiscale and multi-physics 

▪ Proven/hardened application software 

▪ Expert consulting and support 

▪ Better skills in the workforce 

▪ More publications 

▪ Better graduates and curricula 

▪ Precompetitive efforts that improve HPC impact in a specific domain 
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